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If you want to build a ship, don't drum up people to collect wood and don't assign
them tasks and work, but rather teach them to long for the endless immensity of
the sea.

Antoine de Saint-Exupery



Foreword

Mathematically speaking, two chicken halves give one chicken. This is true with
respect to mass. Such a chicken, however, is not a living one. Moreover, the two
halves must be mirror images to form the shape of a chicken. Obviously, numbers
are only half of the story, information comes in disparate guises. Chemistry, the
science of materials and their transformations, exhibits a broad diversity of infor-
mation, which by now encompasses an enormous body of knowledge about
chemical structures, properties, and reactions. However, despite all the achieve-
ments during the last two centuries, which changed early chemical craftsmanship
into a sophisticated natural science, chemistry is still devoid of the all-round theory,
having, for examples the potential to predict precise structure-activity or structure-
function relationships. It would explain, for instance, why palytoxin C,,gH,3N;0s,,
being isolated from a Hawaiian coral in 1979, is one of the most poisonous natural
substances. With its 64 chiral carbon atoms and six olefinic bonds, offering more
than 10*' possible isomers, the total synthesis of palytoxin carboxylic acid may be
compared with the first climbing of Mount Everest (Kishi, et al. at Harvard Univer-
sity, 1989).

Comparable efforts are needed to master the flood of information and accumu-
lated knowledge in chemistry today. While until 1960 the number of natural and
laboratory-produced compounds had almost linearly increased to roughly one mil-
lion in about 150 years, its growth expanded exponentially from then on, reaching
18 million in 2000. This is just one aspect of the revolution in chemistry brought
about by the rapid advancement of computer technology since 1965. Methods of
physics, mathematics and information science entered chemistry to an unprece-
dented extent, which furnished laboratories with powerful new instrumental tech-
niques. Also, a broad variety of model-based or quantum-mechanical computations
became feasible, which were thought impossible a few decades ago. For example,
the computer modeling of water transport through membranes mediated by aqua-
porins yields the time dependence of the spatial position of typically 10° atoms on a
picosecond scale up to 10 ns (Grubmdiller et al., MPI Géttingen). Such huge data
arrays can be searched for and accessed via computer networks and then evaluated
in a different context (,data mining“). Furthermore, new chemical techniques,
such as combinatorial synthesis, have high data output. Overall it can be stated
that, particularly for the chemical and pharmaceutical industries, researchers
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now spend more time in digesting data than in generating them, whereas the
reverse was true a few years ago.

In the 1970’s, chemists increasingly encountered varying aspects of the trium-
virate “chemistry-information-computer” (CIC) while conducting their research.
Common to all was the use of computers and information technologies for the
generation of data, the mixing of data sources, the transformation of data into
information and then information into knowledge for the ultimate purpose of
solving chemical problems, e.g. organic synthesis planning, drug design, and
structure elucidation. These activities led to a new field of chemical expertise
which had distinctly different features compared with the traditional archiving
approach of chemical information, which has been established about 200 years
ago and comprises primary journals, secondary literature, and retrieval systems
like Chemical Abstracts.

In the 1980s, computer networks evolved and opened a new era for fast data flow
over almost any distance. Their importance was not generally recognized in the
chemical community at the beginning. The situation may be characterized with
words from the late Karl Valentin: “A computer network is something that one
does not want to be in the need to have, nevertheless simply must want to have,
because one always might be in need to use it. (Ein Datennetz ist etwas was
man eigentlich nie brauchen miissen mochte, aber doch einfach wollen muf,
weil man es immer brauchen tun kénnte.)* In 1986 Johann Gasteiger, also in
Munich, coinitiated the Task Force CIC of the German Chemical Society
(GDCh). In the same year, he started the CIC Workshops on Software Develop-
ment in Chemistry which found overwhelming acceptance. Until today these an-
nual meetings have served as a forum for the presentation and dissemination of
recent results in the various CIC fields, including chemical information systems.
The Task Force CIC later merged with GDCh Division Chemical Information
under the name “Chemie-Information-Computer (CIC)“.

The 1990s saw the advent of the Internet, which boosted the use of computer
networks in chemistry. In its sequel, at the turn of the century, the work of the fore-
runners at the intersection of chemistry and computer science eventually received
recognition in its entirety as a new interdisciplinary science: “Chemoinformatics*
had come of age. It encompasses the design, creation, organization, management,
retrieval, analysis, dissemination, visualization, and use of chemical information
(G. Paris). Its cousin, Bioinformatics, which was developed somewhat earlier,
generally focuses on genes and proteins, while chemoinformatics centers on
small molecules. Yet the distinction is fuzzy, e.g. when the binding of small mole-
cules to proteins is addressed. From the viewpoint of the life sciences, the border-
line may blur completely.

A young scientific discipline grows with its students. For students, in turn, the
efforts pay dividends. The demand from industrial employers increases steadily
for chemoinformaticians, and so the field is expected to become big business.
The question therefore arises how and where chemoinformatics can be learned.
One good place to go is Erlangen. Johann Gasteiger and his group were practicing
chemoinformatics for 25 years without even knowing its name. In 1991 he received
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the Gmelin Beilstein medal of the German Chemical Society (GDCh) and in 1997,
he received the “Herman Skolnik Award“ of the Division of Chemical Information
of the American Chemical Society in recognition for his many achievements in the
CIC field. With the present comprehensive textbook on chemoinformatics for
undergraduate and graduate students, Gasteiger and his group lay a solid founda-
tion-stone for many more “Erlangens“ in the world. My warm recommendation
goes with this book, in particular to my academic colleagues. It seems to be the
right time for universities to begin to teach chemoinformatics on a broad scale.
Subject to local reality this may be conducted as part of a diploma course of
study in chemistry, as a master’s study after a BS in chemistry, or as a full course
of study in chemoinformatics, like that available in bioinformatics. In all cases, this
book and its supplementary material would provide the adequate basis for teaching
as well as for self-paced learning.

Dieter Ziessow

Chairperson
“Chemie-Information-Computer (CIC)”
of the German Chemical Society (GDCh)

IX
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Preface

Computers have penetrated nearly every aspect of daily life. Clearly, scientists and
engineers took the lead in this process by applying computers for solving prob-
lems. In chemistry, it was realized quite early on that the huge amount of infor-
mation available can only be handled by electronic means, by storing this informa-
tion in databases. Only in this way can the huge number (35 million) of chemical
compounds known at present be handled. Thus, already in the 1960s, work on
chemical databases was initiated. Furthermore, many relationships between the
structures of compounds and their physical, chemical, or biological properties
are highly complex, asking either for highly sophisticated computations or for anal-
ysis of a host of related data to make predictions on such properties. Chemical so-
cieties in many countries have recognized the importance of computers in their
field and have founded divisions that focus on the use of computers in chemistry.

From the very beginning, however, it could be observed that there was a split be-
tween theoretical chemists using computers for quantum mechanical calculations
and chemists using computers for information processing and data analysis. The
American Chemical Society has two divisions, the Division of Computers in Chem-
istry and the Division of Chemical Information. In Germany there is the Theore-
tische Chemie group associated with the Deutsche Bunsen-Gesellschaft fiir Physi-
kalische Chemie and the Division Chemie-Information of the Gesellschaft
Deutscher Chemiker. In fact, in 1989 this Division changed its name to Chemie-
Information-Computer (CIC) to recognize the growing importance of using com-
puters for processing chemical information. A small group of scientists within
this division was quite active in spreading the message of using computers in
chemistry. Two workshops were initiated in 1987, one on Software Development
in Chemistry and one on Molecular Modeling, ever since these workshops have
been held on a yearly basis.

On another level, the German Federal Minister of Research and Technology
(BMFT; later renamed BMBF) initiated programs in the 1980s to found so-
called Fachinformationszentren (FIZ) and, in addition, to build databases.
Chemists can consider themselves fortunate that the experts and politicians recog-
nized the importance of databases in chemistry. Thus, some of the internationally
most highly recognized databases were initiated: the Beilstein Database for organic
compounds, the Gmelin Database for inorganic and organometallic compounds,
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the ChemInform RX reaction database, and the Specinfo database for spectro-
scopic information.

In spite of all these activities it must nevertheless be observed that chemists have
only gradually accepted the computer as a much needed tool in their daily work.
But they gradually — or grudgingly? — did accept it: databases are used routinely
for retrieving information, and quantum chemical or molecular mechanics pro-
grams are used — mostly a posteriori — to further an understanding of chemical ob-
servations. Furthermore, since the advent of combinatorial chemistry and high-
throughput screening it has become increasingly clear that the flood of informa-
tion produced by these techniques can only be handled by computer methods.

Thus, computers will continue to penetrate every aspect of chemistry and we
have to prepare the next generation of chemists for this process. In fact, we will
see that the various types of computer applications in chemistry will increasingly
be used in concert to solve chemical problems. Therefore, a unified view of the en-
tire field is needed; the various approaches to using computers in chemistry have
to be ordered into a common framework, into a discipline of its own: Chemoinfor-
matics.

With this textbook we present the first comprehensive overview of chemoinfor-
matics, current material that can be integrated into chemistry curricula or can
serve on its own as a basis for an entire course on chemoinformatics.

This textbook can build on 25 years of research and development in my group.
First of all, I have to thank all my co-workers, past and present, that have ventured
with me into this exciting new field. In fact, this textbook was written nearly com-
pletely by members of my research group. This allowed us to go through many text
versions in order to adjust the individual chapters to give a balanced and homoge-
neous presentation of the entire field. Nevertheless, the individual style of presen-
tation of each author was not completely lost in this process and we hope that this
might make reading and working through this book a lively experience. Writing
these contributions on top of their daily work was sometimes an arduous task.
I have to thank them for embarking with me on this journey.

We also want to thank the Federal Minister of Education and Research (BMBF)
for funding a project “Networked Education in Chemistry”, administered by FIZ
CHEMIE, Berlin. Within this project we are developing eLearning tools for che-
moinformatics.

In addition, we thank Dr. Gudrun Walter of Wiley-VCH, for encouraging us to
embark on this project and Dr. Romy Kirsten for the smooth collaboration in pro-
cessing our manuscripts.

We just hope that this Textbook will generate interest in chemoinformatics for a
wider audience, and will make them excited about this field much in the same way
as we are excited about it.

Erlangen, May 2003 Johann Gasteiger
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Introduction

Johann Gasteiger

1.1
The Domain of Chemistry

Chemoinformatics is a fairly new name for a discipline that, as we shall soon see,
has been around for quite a while. Different people sometimes give rather diver-
gent definitions of chemoinformatics. Before we discuss these different viewpoints,
let us, for the time being, accept a rather broad and general definition:

Chemoinformatics is the application of informatics methods to solve chemical
problems.

Then, we have to reflect primarily on the domain of the science of chemistry:
Chemistry deals with compounds, their properties and their transformations.

Thus, two objects have to be considered, compounds and chemical reactions, the
static and dynamic aspects of chemistry.

The entire living and material world consists of compounds and mixtures of com-
pounds. Basic chemicals, such as ethylene, are produced in many millions of tons
each year and are converted into a wide variety of other chemicals. Complicated
molecular structures are synthesized by Mother Nature, or by chemists having
taken up the challenge posed by Nature. However, we also have materials such
as glues which are composed of mixtures of rather ill-defined polymers.

In this book we shall deal largely with those compounds that can be described by
a clearly defined molecular structure. The representation of polymers and of mix-
tures of compounds will only be mentioned in passing.

Compounds are transformed into each other by chemical reactions that can be run
under a variety of conditions: from gas-phase reactions in refineries that produce
basic chemicals on a large scale, through parallel transformations of sets of com-
pounds on well-plates in combinatorial chemistry, all the way to the transformation
of a substrate by an enzyme in a biochemical pathway. This wide range of reaction
conditions underlines the complicated task of understanding and predicting chem-
ical reaction events.

Chemoinformatics: A Textbook. Edited by Johann Gasteiger and Thomas Engel
Copyright O 2003 Wiley-VCH Verlag GmbH & Co. KGaA.
ISBN: 3-527-30681-1
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1.1 The Domain of Chemistry

It is true that the structure, energy, and many properties of a molecule can be
described by the Schrédinger equation. However, this equation quite often cannot
be solved in a straightforward manner, or its solution would require large amounts
of computation time that are at present beyond reach. This is even more true for
chemical reactions. Only the simplest reactions can be calculated in a rigorous
manner, others require a series of approximations, and most are still beyond an
exact quantum mechanical treatment, particularly as concerns the influence of re-
action conditions such as solvent, temperature, or catalyst.

How come then, that although the laws of chemistry are too complicated to be
solved, chemists still can do their jobs and make compounds with beautiful proper-
ties that society needs, and chemists run reactions from small-scale laboratory ex-
periments to large-scale reactors in chemical industry?

The secret to success has been to learn from data and from experiments. Chem-
ists have done a series of experiments, have analyzed them, have looked for com-
mon features and for those that are different, have developed models that made it
possible to put these observations into a systematic ordering scheme, have made
inferences and checked them with new experiments, have then confirmed,
rejected, or refined their models, and so on. This process is called inductive
learning (Figure 1-1), a method chemists have employed from the very beginnings
of chemistry.

In this manner, we have learned the laws and rules of nature, of compounds and
their reactions. Thus, enough knowledge was accumulated to found an entire
industry, the chemical industry, which produces a cornucopia of chemicals
having a wide range of properties that allow us to maintain our present standard
of living.

However, this process of inductive learning is still not over; we are still far away
from understanding and predicting all chemical phenomena. This is most vividly
illustrated by our poor knowledge of the undesired side effects of compounds, such
as toxicity. We still have to strive to increase our knowledge of chemistry.

This is where chemoinformatics comes in!

experiment |

prediction | model |

- Figure 1-1. Inductive learning.
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1.2
A Chemist’s Fundamental Questions

Chemists’ major task is to make compounds with desired properties. Society at
large is not interested in beautiful chemical structures, but rather in the properties
that these structures might have. The chemical industry can only sell properties,
but it does so by conveying these properties through chemical structures. Thus,
the first fundamental task in chemistry is to make inferences about which struc-
ture might have the desired property (Figure 1-2).

property ] Eg;gig :> structure

Figure 1-2.  Structure—Property/Activity Relationships.

This is the domain of establishing Structure—Property or Structure—Activity Rela-
tionships (SPR or SAR), or even of finding such relationships in a quantitative man-
ner (QSPR or QSAR).

Once we have an idea which structure we should make to obtain the desired
property, we have to plan how to synthesize this compound — which reaction or se-
quence of reactions to perform to make this structure from available starting ma-

terials (Figure 1-3).
_| design of starting
structure 2 ction/syntheses materials

Figure 1-3. The design of a reaction or sequence of reactions to make a structure from available
starting materials.

This is the domain of synthesis design, and the planning of chemical reactions.

Once a reaction has been performed, we have to establish whether the reaction
took the desired course, and whether we obtained the desired structure. For our
knowledge of chemical reactions is still too cursory: there are so many factors in-
fluencing the course of a chemical reaction that we are not always able to predict
which products will be obtained, whether we also shall obtain side reactions, or
whether the reaction will take a completely different course than expected. Thus
we have to establish the structure of the reaction product (Figure 1-4). A similar
problem arises when the degradation of a xenobiotic in the environment, or in a
living organism, has to be established.

.| structure
reaction —| elucidation > product

Figure 1-4. Structure elucidation.

This is the domain of structure elucidation, which, for most part, utilizes informa-
tion from a battery of spectra (infrared, NMR, and mass spectra).

3
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1.3 The Scope of Chemoinformatics

All three tasks are generally too complicated to be solved from first principles.
They are, therefore, tackled by making use of prior information, and of in-
formation that has been condensed into knowledge. The amount of information
that has to be processed is often quite large. At present, more than 41 million
different compounds are known: all have a series of properties, physical, chemical,
or biological; all can be made in many different ways, by a wide range of reactions;
all can be characterized by a host of spectra. This immense amount of information
can be processed only by electronic means, by the power of the computer.

This is where chemoinformatics comes in!

1.3
The Scope of Chemoinformatics

It was realized quite some decades ago that the amount of information ac-
cumulated by chemists can, in the long run, be made accessible to the scientific
community only in electronic form; in other words, it has to be stored in databases.
This new field, which deals with the storage, the manipulation, and the processing
of chemical information, was emerging without a proper name. In most cases,
the scientists active in the field said they were working in “Chemical Information”.
However, as this term did not make a distinction between librarianship and the
development of computer methods, some scientists said they were working in
“Computer Chemistry” to stress the importance they attributed to the use of the
computer for processing chemical information. However, the latter term could
easily be confused with Computational Chemistry, which is perceived by others
to be more limited to theoretical quantum mechanical calculations.

There were some clear signs that the situation was changing. In 1975 the Journal
of Chemical Documentation changed its name to Journal of Chemical Information and
Computer Sciences. In 1973 a seminal NATO Advanced Study Institute Summer
School was held in Noordwijkerhout, The Netherlands, that for the first time
brought together a broad range of scientists who came from different areas of
chemistry but who were all developing computer methods to manage and make
sense of chemical information. The title of the Summer School was: “Computer Re-
presentation and Manipulation of Chemical Information”. The groups attending this
conference worked on building chemical structure databases and on developing
software for molecular modeling, for organic synthesis design, for analyzing spec-
tral information, and for chemometrics. Suddenly it was realized that a new field
had emerged that had implications in many areas of chemistry.

Since then, the application of methods of computer science, or informatics as it
is called in many languages, to the solution of chemical problems has ventured
into many more areas of chemistry. So broad are the applications of informatics,
and its foundation, mathematics, in chemistry that no longer can any single con-
ference cover the entire field.
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The term “Chemoinformatics” appeared only quite recently. Here are some of
the first citings:

B “The use of information technology and management has be-
come a critical part of the drug discovery process. Chemoinfor-
matics is the mixing of those information resources to transform
data into information and information into knowledge for the
intended purpose of making better decisions faster in the area of
drug lead identification and organization.”
K. Brown, Annual Reports in
Medicinal Chemistry 1998, 33, 375-384

B “Chemoinformatics — A new name for an old problem.”
M. Hann, R. Green, Current Opinion in
Chemical Biology 1999, 3, 379-383

B “Chem(o)informatics is a generic term that encompasses the
design, creation, organization, management, retrieval, analysis,
dissemination, visualization, and use of chemical information.”
G. Paris (August 1999 Meeting of the
American Chemical Society), quoted by W. Warr at
http://www.warr.com /warrzone.htm

In this book, we want to build on the long history of applying informatics methods
to chemical problems, and to pay tribute to the scientists who started out decades
ago to develop this interdisciplinary field.

In this sense, we are rather attached to the broad definition of
“Chemoinformatics”:

The application of informatics methods to solve chemical problems

and have made this broad definition the basis for the conception of this Textbook.

The term has different spellings: Chemoinformatics and Cheminformatics.
Searches in the database of the Chemical Abstracts Service have shown an approxi-
mately equal number of hits for both terms, with Cheminformatics gaining
ground somewhat in recent years. Here, we use the spelling “Chemoinformatics”
without trying to put forward reasons for that choice.

Having settled on a definition of chemoinformatics, it is time for us to reflect on
the distinction between chemoinformatics and bioinformatics. The objects of inter-
est of bioinformatics are mainly genes and proteins. But genes, DNA and RNA,
and proteins are chemical compounds! They are objects of high interest in chem-
istry. Chemists have made substantial contributions to the elucidation of the struc-
ture and function of nucleic acids and proteins. The message is clear: there is no
clearcut distinction between bioinformatics and chemoinformatics!

Clearly, by tradition, chemoinformatics has largely dealt with small molecules,
whereas bioinformatics has started to move from genes to proteins, compounds

5
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1.4 Learning in Chemoinformatics

that have been objects of interest in chemoinformatics from the very beginning.
The structure and function of proteins, the binding of a ligand to its receptor pro-
tein, the conversion of a substrate to a product within its enzyme receptor, the cat-
alysis of a biochemical reaction by an enzyme — these are all areas where chemoin-
formatics and bioinformatics should work together to further our insight and
knowledge:

We will make real progress in understanding the structure, the properties, and the func-
tion of proteins, DNA, and RNA only if bioinformatics and chemoinformatics work
together!

This is particularly true in drug design. Genomics methods are being developed
to identify protein targets for novel drug candidates. Drugs, on the other hand, will
always be fairly small molecules, and chemoinformatics methods are being devel-
oped to find new lead structures and to optimize them into drug candidates
(Figure 1-5).

gene — protein......... drug «— lead

bicinformatics chemoinformatics

Figure 1-5. The cooperation of bioinformatics and chemoinformatics.

In this book, we concentrate largely on methods for the computer manipulation
of small and medium-sized molecules, molecules of up to a few hundred or thou-
sand atoms. We do this to develop an understanding of the methods available for
the processing of information on chemical compounds and reactions. However,
many of these methods can also be applied to macromolecules such as proteins
and nucleic acids.

1.4
Learning in Chemoinformatics

Having settled on a definition of chemoinformatics — the use of informatics tools to
solve chemical problems — we have to address the question of how informatics can
assist in answering a chemist’s fundamental questions, as outlined in Section 1.2.
In essence, these fundamental questions all boil down to having to predict a prop-
erty, be it physical, chemical, or biological, of a chemical compound or an ensemble
of compounds, such as the starting materials of a chemical reaction. In order to
make predictions one has to have passed through a process of learning. There
exist two different types of learning: deductive and inductive.

In deductive learning one must have a fundamental theory that allows one to
make inferences and to calculate the property of interest.

Such a fundamental theory does exist for chemistry: quantum mechanics. The
dependence of the property of a compound on its three-dimensional structure is
given by the Schrédinger equation. Great progress has been made both in the de-
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velopment of the theory and in advances in hardware and software technology,
which now allows the calculation of many interesting properties of chemical com-
pounds of fairly reasonable size with high accuracy. However, there are large areas
of interest in chemistry that are still beyond a theoretical treatment, either for lack
of development of the underlying theory, or for requiring too much computation
time with present-day computer technology.

Examples of this are:

- the prediction of the course of an organic reaction in a certain solvent, at a given
temperature, using a specific catalyst, or
- the prediction of the biological activity of a certain compound.

There is, however, another type of learning: inductive learning. From a series of ob-
servations inferences are made to predict new observations. In order to be able to
do this, the observations have to be put into a scheme that allows one to order
them, and to recognize the features these observations have in common and the
essential features that are different. On the basis of these observations a model
of the principles that govern these observations must be built; such a model
then allows one to make predictions by analogy.

Inductive learning has been the major process of acquiring chemical know-
ledge from the very beginnings of chemistry — or, to make the point, alchemy.
Chemists have done experiments, have made measurements on the properties of
their compounds, have treated them with other compounds to study their re-
actions, and have run reactions to make new compounds. Systematic variations
in the structure of compounds, or in reaction conditions, provided results that
were ordered by developing models. These models then allowed predictions to
be made.

A point in case is provided by the bromination of various monosubstituted ben-
zene derivatives: it was realized that substituents with atoms carrying free electron
pairs bonded directly to the benzene ring (OH, NH,, etc) gave o- and p-substituted
benzene derivatives. Furthermore, in all cases except of the halogen atoms the re-
action rates were higher than with unsubstituted benzene. On the other hand, sub-
stituents with double bonds in conjugation with the benzene ring (NO,, CHO, etc.)
decreased reaction rates and provided m-substituted benzene derivatives.

This led to the introduction of the concepts of inductive and resonance effects
and to the establishment of the mechanism of electrophilic aromatic substitution.
It should be emphasized that the concepts of inductive and resonance effect
have not been derived from theory but have been introduced to “explain” the
experimental observations, to put them into a systematic framework of an ordering
scheme.

In the endeavor to deepen understanding of chemistry, many an experiment has
been performed, and many data have been accumulated. Chapter 6, on databases,
gives a vivid picture of the enormous amount of data that have been determined
and made accessible. The task is then to derive knowledge from these data by in-
ductive learning. In this context we have to define the terms, data, information,
and knowledge, and we do so in a generally accepted manner.

7
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« Data: any observation provides data, which could be the result of a physical mea-
surement, a yes/no answer to whether a reaction occurs or not, or the determi-
nation of a biological activity.

« Information: if data are put into context with other data, we call the result in-
formation. The measurement of the biological activity of a compound gains in
value if we also know the molecular structure of that compound.

« Knowledge: obtaining knowledge needs some level of abstraction. Many pieces of
information are ordered in the framework of a model; rules are derived from a
sequence of observations; predictions can be made by analogy.

know- abstraction
ledge
information context
dat measurements
aa calculations Figure 1-6. From data through

information to knowledge.

Figure 1-6 illustrates this hierarchy in going from data through information to
knowledge.

In the case of chemoinformatics this process of abstraction will be performed
mostly to gain knowledge about the properties of compounds. Physical, chemical,
or biological data of compounds will be associated with each other or with data
on the structure of a compound. These pieces of information will then be analyzed
by inductive learning methods to obtain a model that allows one to make pre-
dictions.

1.5
Major Tasks

The knowledge acquisition process outlined in Section 1.4 requires certain tasks to
be performed.

1.5.1
Representation of the Objects

First, the objects of investigation, chemical compounds or chemical reactions, have
to be represented. Chemical compounds will mostly be represented by their molec-
ular structure in various forms of sophistication. This task is addressed in
Chapter 2. The representation of chemical reactions is dealt with in Chapter 3.
The vast number of compounds known can only be managed by storing them
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in databases. Chapter 4 deals with storing and finding chemical compounds in
databases.

1.5.2
Data

The essence of chemistry is to produce compounds, or mixtures of compounds,
with a wide range of physical, chemical, or biological properties. Our society
could not exist any longer in its present form without the achievements of chem-
ists: plastics and fibers, colors and dyestuffs, drugs, agrochemicals, washing
powder, glues, etc.. The properties have to be measured in order to put them on
a quantitative basis as a prerequisite for further optimization. Chapter 5 deals
with the wide variety of data to be handled, and their processing to prepare
them for inductive learning. The massive amounts of data accumulated over the
years, and being accumulated with increasing speed, can only be managed by stor-
ing them in databases. Chapter 6 therefore deals with databases containing chem-
ical information.

1.53
Learning

The two ways of learning — deductive and inductive — have already been men-
tioned. Quite a few properties of chemical compounds can be calculated explicitly.
Foremost of these are quantum mechanical methods. However, molecular me-
chanics methods and even simple empirical methods can often achieve quite
high accuracy in the calculation of properties. These deductive methods are dis-
cussed in Chapter 7.

Inductive methods for establishing a correlation between chemical compounds
and their properties are the theme of Chapter 9. In many cases, the structure of
chemical compounds has to be pre-processed in order to make it amenable to in-
ductive learning methods. This is usually achieved by means of structure descrip-
tors, methods for the calculation of which are outlined in Chapter 8.

After approaches to the solution of the major tasks in chemoinformatics have
thus been outlined, these methods are put to work in specific applications.
Some of these applications, such as structure elucidation on the basis of spectral
information, reaction prediction, computer-assisted synthesis design or drug de-
sign, are presented in Chapter 10.

1.6
History of Chemoinformatics

The field of chemoinformatics was not founded, nor was it formally installed. It
slowly evolved from several, often quite humble, beginnings. Scientists in various
fields of chemistry struggled to develop computer methods in order to manage the

9
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1.6 History of Chemoinformatics

enormous amount of chemical information and to find relationships between the
structures and properties of a compound. In the 1960s some early developments
became evident which led to a flurry of activities in the 1970s.

1.6.1
Structure Databases

The storage and searching of chemical structures and associated information in da-
tabases are probably the earliest beginnings of what may now be called chemoin-
formatics. Work at the National Bureau of Standards, Washington DC, in 1957
showed that chemical structures can be retrieved through user-defined substruc-
tures by atom-by-atom searching. From 1960 onwards, the National Science Foun-
dation funded the Chemical Abstracts Service to develop methods for the storage
and searching of both structural and textual information in databases. Concomi-
tantly with this, Swiss and German chemical companies such as BASF, Hoechst,
and Thomae developed methods for storing their in-house chemical information.
In the UK, ICI built a database of several hundred thousand structures based on
Wiswesser Line Notation. Work in Sheffield, UK, and at the National Institutes
of Health introduced fragment screening to enhance the speed of substructure
searching.

1.6.2
Quantitative Structure—Activity Relationships

The work by Hammett and Taft in the 1950s had been dedicated to the separation
and quantification of steric and electronic influences on chemical reactivity. Build-
ing on this, from 1964 onwards Hansch started to quantify the steric, electrostatic,
and hydrophobic effects and their influences on a variety of properties, not least on
the biological activity of drugs. In 1964, the Free-Wilson analysis was introduced to
relate biological activity to the presence or absence of certain substructures in a
molecule.

1.6.3
Molecular Modeling

In the late 1960s, Langridge and co-workers developed methods, first at Princeton,
then at UC San Francisco, to visualize 3D molecular models on the screens of cath-
ode-ray tubes. At the same time Marshall, at Washington University St. Louis, MO,
USA, started visualizing protein structures on graphics screens.
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1.6.4
Structure Elucidation

The DENDRAL project initiated in 1964 at Stanford was the prototypical applica-
tion of artificial intelligence techniques — or what was understood at that time
under this name — to chemical problems. Chemical structure generators were de-
veloped and information from mass spectra was used to prune the chemical graphs
in order to derive the chemical structure associated with a certain mass spectrum.

Structure elucidation systems that utilized information from several spectro-
scopic techniques were initiated in the late 1960s at Toyohashi, Japan, and at the
University of Arizona.

1.6.5
Chemical Reactions and Synthesis Design

In 1967, work was presented from a Sheffield group on indexing chemical reac-
tions for database building. In 1969, a Harvard group presented its first steps in
the development of a system for computer-assisted synthesis design. Soon after-
wards, groups at Brandeis University and TU Munich, Germany, presented their
work in this area.

These early roots of chemoinformatics matured into a tree that is still growing
and blossoming. In fact, many of the approaches initiated in the 1960s and early
1970s have been developed into systems that are widely used and are still being
refined. Some of the research groups from the early days are still actively pursuing
further developments, and many a new group has joined these fields with new
ideas and new systems.

1.7
The Scope of this Book

This book is conceived as a textbook for application in teaching and self-learning of
chemoinformatics. We aim to present a comprehensive overview of the field of che-
moinformatics for students, teachers, and scientists from other areas of chemistry,
from biology, informatics, and medicine. Those interested in a more in-depth pre-
sentation and analysis of the topics in this Textbook are referred to an accompany-
ing set of four volumes,
Handbook of Chemoinformatics — From Data to Knowledge

where many of the issues are presented in greater detail by leading experts in the
various fields.

Clearly, some of the subjects touched upon deserve entire books of their own.
This is particularly true for the methods discussed in Chapters 7 and 9.

n
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1.7 The Scope of this Book

And such books do exist for

« molecular mechanics,

« quantum mechanics,

« free-energy relationships,
« chemometrics,

- neural networks,

- fuzzy logic,

- genetic algorithms, and
» expert systems.

References cited in the corresponding chapters of this book direct the interested
reader to these books that provide much more detail in greater depth than is pos-
sible here. We can present only the major foundations, methods, and uses of these
subjects as we have deemed necessary.

Some aspects, such as the computer representation and manipulation of pro-
teins and nucleic acids, could not be covered. Even the modeling of the interactions
of small molecules with proteins, as dealt with in docking software or software for
de novo design could not be included in the Textbook, although chapters in the
Handbook do treat these subjects.

Furthermore, here we emphasize the chemical concepts and aspects in chemoin-
formatics. We had to refrain from introducing those aspects that are more con-
cerned with the informatics side, such as

« the theory of algorithms,
« programming languages, and
- database management systems.

This is not to say that we deem these topics not to be important. On the contrary,
we think that those interested in chemoinformatics should strive to obtain a basic
knowledge of these subjects. We even think that all professionals in natural
sciences and engineering should in future obtain a minimum of training in
these fields during their studies. However, presentation here of those aspects of in-
formatics would go beyond the scope of this book.

The chapters in this Textbook have been written by different authors. In order to
ensure somehow that the material is not too heterogeneous, we decided that these
authors were largely to be members of our research group, so that intensive discus-
sions between the authors could shaped the book; in this way we have tried to bal-
ance the presentations, with cross-references binding the chapters together.

With nearly all the authors coming from our research group there is certainly a
strong bias towards our own work and research. However, clearly, this is the work
we know most about and with which we could best illustrate the ideas and meth-
ods that have gone into solving the problems faced in chemoinformatics. We hope
readers will therefore excuse any bias. We have tried to bring a more balanced pre-
sentation to the volumes of the Handbook by inviting contributions from a large
international group of authors.



1 Introduction

1.8
Teaching Chemoinformatics

Chemoinformatics has matured to a scientific discipline that will change — and in
some cases has already changed — the way in which we perceive chemistry. The
chemical and, in particular, the pharmaceutical industry are in high need of che-
moinformatics specialists. Thus, this field has to be taught in academia, both in
specialized courses on chemoinformatics and by integrating chemoinformatics
into regular chemistry curricula.

In fact, chemoinformatic curricula have already been initiated at the University
of Sheffield, UK, the University of Manchester Institute of Science and Technology,
UK, Indiana University, USA, and the Université de Strasbourg, France.

In addition to this Textbook, a web page has been established which provides in-
teresting information including list of URL’s and figures (as PDF) to download,
and details on chemoinformatics curricula. Moreover, it can also be used as a
forum to obtain important information on the book, to find corrections of errors
(if any), and to discuss aspects of chemoinformatics. The URL is hitp://www2.
chemie.uni-erlangen.de/publications/ci-book /index. html

13
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Representation of Chemical Compounds

T. Engel

Learning Objectives

To understand different kinds of conventional nomenclature of chemical com-
pounds

To know how to transform a chemical structure into a language for computer re-
presentation and manipulation

To be able to represent the constitution in an unambiguous and unique manner
To learn more about connection tables and matrix representations of chemical
structures

To become familiar with structure exchange formats such as Molfile and SDfile
To find out how stereochemistry can be represented

To know how to generate 3D structures and how to represent and handle them
with the computer

To be introduced to molecular surfaces and to different models for visualization
To recognize which programs can be used for graphical input and visualization of
molecular structures

2.1
Introduction

Chemistry, like any scientific discipline, relies heavily on experimental observa-
tions, and therefore on data. Until a few years ago, the usual way to publish infor-
mation on recent scientific developments was to release it in books or journals. In
chemistry, the enormous increase in the number of compounds and the data con-
cerning them resulted in increasingly ineffective data-handling, on the side of the
producers as well as the users. One way out of this disaster is the electronic pro-
cessing, by computer methods, of this huge amount of data available in chemistry.
Compared with other scientific disciplines that only use text and numbers for data
transfer, chemistry has an additional, special challenge: molecules. The molecular
species consist of atoms and bonds that hold them together. Moreover, compounds

Chemoinformatics: A Textbook. Edited by Johann Gasteiger and Thomas Engel
Copyright O 2003 Wiley-VCH Verlag GmbH & Co. KGaA.
ISBN: 3-527-30681-1
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can be interconverted into other compounds by chemical reactions. Therefore,
chemical information not only comprises text and data but also has to characterize
chemical compounds with these special properties and their reactions.

At first, names were given to compounds to characterize them. In most cases,
these were trivial names, which are still in use to a large extent. Very soon, symbols
were used to shorten long names (see Section 2.2). The systematic classification of
compounds according to their properties, the structure theory (developed around
1850), and experimental techniques induced an improved understanding of the
structure of a molecule. This eventually led to the assignment to compounds of
the well-known structure diagrams and the 3D arrangement of the molecules
(Figure 2-1).

The 2D graphical representation of chemical structures in structure diagrams
can be considered to be the universal “natural language” of chemists. These struc-
ture diagrams are models and are designed to make the molecules more concei-
vable. In such a model, the atoms are typified by their atomic symbols, and the
bonding electrons by lines. However, the chemical structure diagram is an incom-
plete and highly simplified representation of a molecule. It only explains the to-
pology (which atoms are connected by which bond type) (see Section 2.4) and not
the 3D arrangement (topography) of the atoms in a molecule (see Section 2.9).
Therefore, 3D representations of molecules require additional information, e.g.,
the position of the atoms in space or the angles and distances between the
atoms in the molecule. Even more complex information has to be provided if
properties (such as electrostatic potential) are to be mapped onto a surface of a
3D molecular arrangement (see Section 2.10). This kind of hierarchy in complex-
ity of structure representation is illustrated in Figure 2-1 and is described in this
chapter.

One of the major tasks in chemoinformatics is to represent chemical structures
and to transfer the various types of representation into application programs. A
first and basic step to “teaching” computer chemistry is to transform the molecular
structure into a language amenable to computer representation and manipulation.
Basically, computers can only handle bits of 0 and 1. Thus, coding is the basis for
transferring data. In general, coding is considered as a form of ciphering with the
help of different symbols in a certain system under observed rules. Writing is such
a system of symbols, which permits the spoken natural language to be reprocessed
again and again. Thus, writing is a kind of coding of the language. More about on-
tology and taxonomy can be found in Ref. [1].

In chemistry, chemical structures have to be represented in machine-readable
form by scientific, artificial languages (see Figure 2-2). Four basic approaches
are introduced in the following sections: trivial nomenclature; systematic nomen-
clature; chemical notation; and mathematical notation of chemical structures.

Before discussing the different ways of representing a chemical compound,
some terms have to be defined concerning the reproducibility or transformation
of structures and notations.
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Figure 2-1. Hierarchical scheme for representations of a molecule with different contents of
structural information.

The major significance of chemical nomenclature or notation systems is that
they denote compounds in order to reproduce and transfer them from one coding
to another, according to the intended application. As each coding may not include
all the pieces of information in the other coding, or may have interpretable coding
rules, the transformation is not always unambiguous and unique.

A nomenclature or notation is called unambiguous if it produces only one struc-
ture. However, the structure could be expressed in this nomenclature or notation
by more than one representation, all producing the same structure. Moreover,
“uniqueness” demands that the transformation results in only one — unique —
structure or nomenclature, respectively, in both directions.
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Figure 2-2. Classification of different languages. Examples of the languages are given in the
bottom line of boxes.
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Chemical Nomenclature

Nomenclature is the compilation of descriptions of things and technical terms in a
special field of knowledge, the vocabulary of a technical language. In the history of
chemistry, a systematic nomenclature became significant only rather late. In the
early times of alchemy, the properties of the substance or its appearance played
a major role in giving a compound a name. Libavius was the first person who
tried to fix some kind of nomenclature in Alchemia in 1597. In essence, he gave
names to chemical equipment and processes (methods), names that are often
still valid in our times.
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2.2.1
Development of Chemical Nomenclature

The first concepts of elements and atoms emerged as early as the 5th century bc.
At that time, fire, water, soil, and air represented the pillars of the four-element ap-
prenticeship. Metals were extracted as pure elements (in the present sense), even if
they were not yet recognized as such. They were designated by astronomical and
astrological symbols.

In 1814, ].J. Berzelius succeeded for the first time in systematically naming
chemical substances by building on the results of quantitative analyses and on
the definition of the term “element” by Lavoisier. In the 19th century, the number
of known chemical compounds increased so rapidly that it became essential to clas-
sify them, to avoid a complete chaos of trivial names (see Section 2.2.4).

222
Representation of Chemical Elements

Until the 17th century such fundamental chemical terms as element, compound,
or mixture had no clear definitions. The development of atomic theory, and thus
the concomitant improved insight into the nature of matter, gave these terms a
clearer basis. In the 18th century, the characteristics of the elements were investi-
gated in more detail. One result was the first table of equivalent weights, drawn up
by Dalton in 1805. With the gradual acceptance of atomic theory, the relationships
between atomic weight and the characteristics of chemical elements were recog-
nized. Attempts were made to group elements with similar characteristics. Then
in 1870, L. Meyer and D.I. Mendeleev, independently and along different lines
of reasoning, succeeded in compiling the elements in a periodic table.

2.2.2.1 Characterization of Elements

Nowadays, chemical elements are represented in abbreviated form [2]. Each ele-
ment has its own symbol, which typically consists of the initial upper-case letter
of the scientific name and, in most cases, is followed by an additional characteristic
lower-case letter. Together with the chemical symbol, additional information can be
included such as the total number of protons and neutrons in the nucleus, the
atomic number (the number of protons in the nucleus); thus isotopes can be dis-
tinguished, e.g., 28U. The charge value and, finally, the number of atoms which
are present in the molecule can be given (Figure 2-3). For example, dioxygen is

represented by O,.

number of h
protons and charge
neutrons  Element value
Figure 2-3. number of SymbOI number
> . . protons of atoms
Scientific notation of the chemical elements.
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223
Representation of the Empirical Formulas of (Inorganic) Compounds

At the end of the 18th century Lavoisier, Morveau, Berthollet, and Fourcroy devel-
oped a systematic method of naming compounds by a stem name and a specifying
part, e.g., sulfate de cuivre. In addition, the quantitative composition was incorpo-
rated in the name. After Berzelius's introduction of the element symbols, the
number of atoms in a molecular formula was indicated, but on the upper right-
hand side (e.g., SO?), not where it is put now: ever since Liebig, in 1834, suggested
putting this index on the lower right-hand side of the element symbol (e.g., SO,),
this usage has become generally accepted.

2.2.3.1 Present-Day Representation

In empirical formulas of inorganic compounds, electropositive elements are listed
first [3]. The stoichiometry of the element symbols is indicated at the lower right-
hand side by index numbers. If necessary, the charges of ions are placed at the
top right-hand side next to the element symbol (e.g., $*). In ions of complexes,
the central atom is specified before the ligands are listed in alphabetical order;
the complex ion is set in square brackets (e.g., Na,[Sn(OH),)).

224
Representation of the Empirical Formulas of Organic Compounds

Organic and inorganic chemistry separated in the first half of the 19th century.
Berzelius established in 1806 the term “organic chemistry” for the compounds
that occur in living species. By the end of the 19th century, the need for a uniform
nomenclature was felt quite urgently because of the rapidly increasing number of
organic compounds. This problem was addressed in 1892 at the International Con-
ference of Reforming Nomenclature in Geneva, where a standardized systematic no-
menclature was recommended. This was made possible by the development of
structural chemistry in the 19th century. This basic “Geneva Nomenclature” was
further developed in the Commission on Nomenclature of Organic Chemistry, formed
by the IUPAC (International Union of Pure and Applied Chemistry) in 1922. The
nomenclature is still maintained and supported today [4-7].

2.2.4.1 Present-Day Representation

The elements of an organic compound are listed in empirical formulas according
to the Hill system [8] and the stoichiometry is indicated by index numbers. Hill
positioned the carbon and the hydrogen atoms in the first and the second places,
with heteroatoms following them in alphabetical order, e.g., CoH;;NO,. However, it
was recognized that different compounds could have the same empirical formula
(see Section 2.8.2, on isomerism). Therefore, fine subdivisions of the empirical
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Empirical formula Structure diagram Condensed formula

H H

Ho HON oy
H\C—-\<

CyH11NO> / CsHsCH2CH(NH2)CO,H
H Co 0
I ~H

H

H H

Figure 2-4. Different representations of phenylalanine.

formulas were developed that indicate the presence of certain structural units and
functional groups.

As an example, the empirical formula of phenylalanine may be split into a more
extended form that shows the presence of a phenyl ring, as well as an amino and a
carboxylic acid group (the “condensed” form in Figure 2-4).

2.2.5
Systematic Nomenclature of Inorganic and Organic Compounds

The systematic IUPAC nomenclature of compounds tries to characterize com-
pounds by a unique name. The names are quite often not as compact as the trivial
names, which are short and simple to memorize. In fact, the IUPAC name can be
quite long and cumbersome. This is one reason why trivial names are still heavily
used today. The basic aim of the IUPAC nomenclature is to describe particular
parts of the structure (fragments) in a systematic manner, with special expressions
from a vocabulary of terms. Therefore, the systematic nomenclature can be, and is,
used in database systems such as the Chemical Abstracts Service (see Section 5.4)
as index for chemical structures. However, this notation does not directly allow the
extraction of additional information about the molecule, such as bond orders or
molecular weight.

Clearly, this is not the place to give a comprehensive introduction to IUPAC no-
menclature. Interested readers should consult the literature cited in Refs. [4-6].
Our aim here is to provide some basic understanding of the [UPAC system.

There are two basic rules for the nomenclature of organic compounds. First, the
number of carbon atoms in the longest continuous aliphatic chain of carbon atoms
has to be indicated. Branching of the skeleton, and the presence of rings, have to
be specified by prefixes. Then, the characteristic or so-called functional groups have
to be specified by a prefix and/or suffix in order to indicate the family to which the
compound belongs (Figure 2-5). All the different substituents are listed in the
name in alphabetical order. The more complex the structures are, the more
rules are necessary to assign a unique name. There are many books on IUPAC no-
menclature for each area of chemistry (inorganic, organic, polymers, etc.).

In the example of Figure 2-5, the compound has the trivial name phenylalanine
but the IUPAC name is 2-amino-3-phenylpropanoic acid, which indicates a carbon
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COCH

Figure 2-5. Phenylalanine, also known by the IUPAC name:

NH; 2-amino-3-phenylpropanoic acid.

chain of length three (propan-) of the acid (-propanoic acid) with an additional two
structural units, the phenyl- and the amino- group at different positions on the
carbon chain: phenyl at carbon atom number 3 and amino at carbon atom
number 2, with the counting beginning with the carbon atom of the acid group
(COOH).

Neither a trivial name nor the systematic nomenclature, which both represent
the structure as an alphanumerical (text) string, is ideal for computer processing.
The reason is that various valid compound names can describe one chemical struc-
ture (Figure 2-6). As a consequence, the name/structure correlation is unambigu-
ous but not unique. Nowadays, programs can translate names to structures, and
structures to names, to make published structures accessible in electronic journals
(see also Chapter II, Section 2 in the Handbook).

OCH,

- -manno-Nonitol, 2,6-anhydro-3,5,7-trideoxy-1-C-{[hydroxy- (tetrahydro-2-methoxy-5,6-dimethyl-
4-methylene-2H-pyran-2-yl)acetyl]Jamino}-5,5-dimethyl-1,8,9-tri-O-methyl-, {2R-[2,2[S* (5%)],
5,66])-

« 2H-Pyran-2-acetamid, N-[[6-(2,3-dimethoxypropyl)tetrahydro-4-hydroxy-5,5-dimethyl-2H-pyran-
2-yllmethoxymethyl]tetrahydro-a-hydroxy-2-methoxy-5,6-dimethyl-4 -methylene]-

Figure 2-6. Various logical compound names can describe one chemical structure.

Evaluation of chemical nomenclature systems for representing a chemical structure.

Advantages Disadvantages

Trival names

« short, concise, and easy to memorize
- widespread

- unambiguous

many available
no clear systematics
no evidence of stereochemistry

IUPAC nomenclature

- standardized systematic classification
« include stereochemistry

« widespread

- unambiguous

« allow reconstruction

extensive nomenclature rules
alternative names are allowed
complicated names
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Line notations represent the structure of chemical compounds as a linear sequence
of letters and numbers. The IUPAC nomenclature represents such a kind of line
notation. However, the ITUPAC nomenclature [6] makes it difficult to obtain addi-
tional information on the structure of a compound directly from its name (see
Section 2.2).

The first line notations were conceived before the advent of computers. Soon it
was realized that the compactness of such a notation was well suited to be handled
by computers, because file storage space was expensive at that time. The heyday of
line notations were between 1960 and 1970. A chemist, trained in this line nota-
tion, could enter the code of large molecules faster than with a structure-editing
program.

In Sections 2.3.1-2.3.4, only the four most popular line notations, Wiswesser
(WLN), ROSDAL, SMILES, and Sybyl (SLN), are discussed. Whereas WLN is
now almost obsolete, SMILES is quite an important representation and is widely
used (Figure 2-7).

COCH
Systematic name: phenylalanine;
IUPAC name: 2-amino-3-phenylpropanoic acid;
WLN: VQYZ1R
ROSDAL: 10-2=30,2-4-5N 4-6-7=-12-7
SMILES: NC{Cc1ceccec!)C(0)=0
SLN: C[1]H:CH:CH:CH:CH:C(:@1)CH2CH(NH2)C(=0)OH

Figure 2-7. Different line notations for the structure diagram of phenylalanine.

2.3.1
Wiswesser Line Notation

The Wiswesser Line Notation (WLN) was introduced in 1946, in order to organize
and to systematically describe the cornucopia of compounds in a more concise
manner. A line notation represents a chemical structure by an alphanumeric se-
quence, which significantly simplifies the processing by the computer [9-11]. In
many cases the WLN uses the standard symbols for the chemical elements. Addi-
tionally, functional groups, ring systems, positions of ring substituents, and posi-
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Table 2-1.  WLN coding of some important structural units.

Class Structural unit WLN coding
Hydrogen H H
Alkanes C,H,,.» n (e.g., CH;CH,; CH,CH,)
Alkenes; alkines AN / U; UU
c=c/ , —c=Cc—
/ N
Branched chains ANV X, Y
C. . CH—
/ N/

R
R B,CD,EF

Aromatic rings
Substituted derivatives

(Hetero)cyclic LnJ; TnJ

hydrocarbons L: beginning of a carbocyclic ring;
T: beginning of a heterocyclic ring;
n: number of atoms of the ring
system;
J: termination of the ring system

Alkyl halides -X (X=F, Cl, Br,I) F, G, E 1

Alcohols; ethers —-OH; -O- Q; 0

Ketones; aldehydes —-CO—; -CO-H V; VH

Carboxylic acids; esters -COOH; -CO-O- VQ; VO

tions of condensed rings are assigned to individual letters or combinations of sym-
bols (Table 2-1). This concise, linear representation of a chemical structure facili-
tates such tasks as the search for particular functional groups and for fragments
in a molecule (see Figure 2-8). Thus, the machine retrieval of WLN characterizes
the parts of a molecule.

The simple WLN uses 40 symbols from the following character sets [12]:

« capital letters: A-Z are used for elements, atom groups, branches, and ring posi-
tions;

- numbers: 0-9 indicate the length of an alkyl chain or the ring number;

« Special characters “ & ”, “ /7, “-”and “ ” (blank) indicate rings and substitution
position.

The great advantage of WLN codes is their compactness. Both compactness and
unambiguity are achieved only by a complex set of rules, which make the notation
difficult to code and error-prone. Since much information had been stored in the
WLN code (functional groups, fragments, etc.), much effort was spent in the devel-
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o

2U3UU o \/\/ & UuU3L2

Figure 2-8. Different WLN codes could be obtained from a structure (ambiguity) but, based on
the rules, only the one on the right-hand side is allowed, in order to achieve unambiguity.

opment of programs for the conversion of a WLN code into a connection table,
and vice versa. In effect, these problems were never completely solved (see
Section 2.4).

Two simple examples (Figure 2-8) should illustrate the problem of finding a un-
ique coding (see Section 2.5.2). Although a series of different sequential arrange-
ments of the symbols is conceivable, only one sequence, called unambiguous, is
allowed as WLN code.

2.3.1.1 Applications

The WLN was applied to indexing the Chemical Structure Index (CSI) at the Insti-
tute for Scientific Information (ISI) [13] and the Index Chemicus Registry System
(ICRS) as well as the Crossbow System of Imperial Chemical Industries (ICI).
With the introduction of connection tables in the Chemical Abstracts Service
(CAS) in 1965 and the advent of molecular editors in the 1970s, which directly pro-
duced connection tables, the WLN lost its importance.

232
ROSDAL

The ROSDAL (Representation of Organic Structures Description Arranged Line-
arly) syntax was developed by S. Welford, J. Barnard, and M.F. Lynch in 1985 for
the Beilstein Institute. This line notation was intended to transmit structural infor-
mation between the user and the Beilstein DIALOG system (Beilstein-Online) dur-
ing database retrieval queries and structure displays. This exchange of structure in-
formation by the ROSDAL ASCII character string is very fast.

The ROSDAL syntax is characterized by a simple coding of a chemical structure
using alphanumeric symbols which can easily be learned by a chemist [14]. In the
linear structure representation, each atom of the structure is arbitrarily assigned a
unique number, except for the hydrogen atoms. Carbon atoms are shown in the
notation only by digits. The other types of atoms carry, in addition, their atomic
symbol. In order to describe the bonds between atoms, bond symbols are inserted
between the atom numbers. Branches are marked and separated from the other
parts of the code by commas [15, 16] (Figure 2-9). The ROSDAL linear notation
is unambiguous but not unique.

25
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"OH

a) 1-2-3-4=5-6=7-8=9-4,1=100,1-110,2-12N;

b) 1-2-3-4-=9-4,1-110,1=100,2-12N;

Figure 2-9. A possible ROSDAL code for phenylalanine in a) a complete and b) a compressed
notation.

The sequence for setting up a ROSDAL notation is:

1. The structure diagram is drawn and the atoms are arbitrarily numbered (each
atom is assigned a unique number).
2. Atomic symbols are usually written directly behind the index of an atom.
3. Usually only the indices of the carbon atoms are written, not the symbols; hy-
drogen atoms can have, but do not need, an atom number
4. Bond types are described as follows:
“ —” for a single bond
“ =" for a double bond
“ # 7 for a triple bond
“?” for any connection
5. Simplifications are allowed, such as writing alternating bonds as “ —=
6. Commas separate branches and substituents.

”

2.3.2.1 Applications
ROSDAL is used in the Beilstein-DIALOG system [17] as a data exchange format.
The code can represent not only full structures and substructures but also some
generic structures.

A structure drawn by a molecular editor (such as ISIS Draw) can be translated by
the data conversion program AutoNom into a [UPAC name, and vice versa, by ex-
changing structure information through a ROSDAL string [18, 19].

233
The SMILES Coding

In 1986, David Weininger created the SMILES (Simplified Molecular Input Line
Entry System) notation at the US Environmental Research Laboratory, USEPA, Du-
luth, MN, for chemical data processing. The chemical structure information is
highly compressed and simplified in this notation. The flexible, easy to learn lan-
guage describes chemical structures as a line notation [20, 21]. The SMILES lan-
guage has found widespread distribution as a universal chemical nomenclature
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for the representation and exchange of chemical structure information, indepen-
dently of software or hardware architecture.

Compared with WLN and ROSDAL, SMILES uses only six basic rules to convert
a structure into a character string (Table 2-2).

The basic SMILES rules are:

1. Atoms are represented by their atomic symbols.

2. Hydrogen atoms automatically saturate free valences and are omitted (simple
hydrogen connection).

3. Neighboring atoms stand next to each other.

4. Double and triple bonds are characterized by “ = ” and “ # ”, respectively.

5. Branches are represented by parentheses.

6. Rings are described by allocating digits to the two “connecting” ring atoms.

More details about SMILES can be found in the Handbook or in Ref. [22].
SMILES has seen many extensions since 1988. The present definition, with
examples, can be found at: hitp://www.daylight.com /dayhtml/smiles/index.html.
Other related coding languages are derived from enhancements of SMILES
(XSMILES, SMARTS, SMIRKS, STRAPS, CHUCKLES, CHORTLES, CHARTS
[22]). Each of them was designed to represent special molecular structures or to
allow particular applications (polymers, mixtures, reactions, or database-handling).
A special extension of SMILES is USMILES (sometimes described as Broad
SMILES) [23-25]. This “Unique SMILES” of Daylight is a canonical representation
of a structure. This means that the coding is independent of the internal atomic
numbering and results always in the same canonical, unambiguous, and unique
description of the compound, granted by an algorithm (see Section 2.5.2).

2.3.3.1 Applications

The compact textual coding requires no graphical input and additionally permits a
fast transmission. These are important advantages of using SMILES in chemical
applications via the Internet and in online services. SMILES is also used for the
input of structures in the Daylight Toolkit [22].

234
Sybyl Line Notation

Sybyl Line Notation (SLN) is a language used to represent molecular structures,
including common organic molecules, macromolecules, polymers, and combina-
torial libraries [26]. SLN was developed and is distributed by Tripos Inc. It is
more or less a modification of SMILES. Its main distinction from SMILES is
that all hydrogen atoms must be specified, because no assumptions are made re-
garding standard valences. Furthermore, structure fragments, substructure queries
(Markush structures; see Section 2.7.1), and combinatorial libraries can be repre-
sented with SLN. All these features make this line notation suitable for database
storage as well for data exchange between various programs.

27
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2.3 Line Notations

Table 2-2. SMILES syntax.

SMILES code Chemical structure Compound name

Atoms: Atoms are represented by their atomic symbols. Ambiguous two-letter symbols (e.g., Nb
is not NB) have to be written in square brackets. Otherwise, no further letters are used. Free
valences are saturated with hydrogen atoms.

C CH, methane

[Fe+2] or [Fe++] Fe?* iron (II) cation

Bonds: Single, double, triple, and aromatic (or conjugated) bonds are indicated by the symbols

“-7, =7 “#”and “: 7, respectively; single and aromatic bonds should be omitted.
C=C H,C=CH, ethene
0=CO HCOOH formic acid

Disconnected structures in the molecule: Individual parts of the compound are separated by a
period. The period indicates that there is no connection between atoms or parts of a molecule.
The arrangement of the parts is arbitrary.

[Na+].JOH-] NaOH sodium hydroxide

Branches: Branches are indicated within parentheses.
CC(=0)O acetic acid

/OH
CH3;—C
N
O
H

(0]
>\(
(0]

Cyclic structures: Rings are described by breaking the ring between two atoms and then labeling
the two atoms with the same number.

CC(C)C(=0)O isobutyric acid

C1CCCcCC1 cyclohexane

O

Aromaticity: Aromatic structures are indicated by writing all the atoms involved in lower-case
letters.

olccecl (@) furan
c12¢(ccecl)ccec2 naphthalene
same as

clcc2cecec2cecd
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Table 2-3. Basic SLN syntax without description of attributes and macro atoms.

SLN Chemical structure Compound name

Atoms: Atoms are represented by their atomic symbols. The first letter is upper-case, and in two-
letter symbols the second letter is lower-case. Hydrogen atoms must be specified.

CH4 CH, methane

NH2 -NH, amine

Bonds: Single bonds are omitted; double, triple, and aromatic bonds are indicated by the symbols
“=7,“#7and “:”, respectively. In contrast to SMILES, aromaticity is not an atomic property,
but a property of bonds. A period indicates the start of a new part of the structure.

HC(=0)OH HCOOH formic acid
Na.OH NaOH sodium hydroxide

Branches: Branches are indicated by parentheses.
CH3C(=0)OH OH acetic acid

/
CH3—C\\

Cyclic structures: Ring closures are described by a bond to a previously defined atom which is
specified by a unique ID number. The ID is a positive integer placed in square brackets behind
the atom. An “ @ ” indicates a ring closure.

C[15]H2CH2CH2CH2CH2CH2@15 cyclohexane

O[6]:CH:CH:CH:CH: @6 O, furan

)

SLN is easy to learn and its use is intuitive. The language uses only six basic
components to specify chemical structures. Four of them are listed in Table 2-3
and can be compared directly with the SMILES notation of Section 2.3.3.

Besides specifications on atoms, bonds, branches, and ring closure, SLN addi-
tionally provides information on attributes of atoms and bonds, such as charge
or stereochemistry. These are also indicated in square [ ] or angle < > brackets
behind the entity (e.g., trans-butane: CH;CH=[s=t|]CHCHj,;). Furthermore, macro
atoms allow the shorthand specification of groups of atoms such as amino acids,
e.g., Ala, Protein2, etc. A detailed description of these specifications and also
specifications for 2D substructure queries or combinatorial libraries can be found
in the literature [26].
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2.3.41 Applications

SLN is used in many Internet applications for fast data exchange. A number of
commercial software packages, such as Alchemy 2000 [27], ChemDraw [28], and
CLIFF [29], and of course Tripos products such as CONCORD [30], operate with
this line notation.

Evaluation of line notations for representing a chemical structure.

Advantages Disadvantages

Wiswesser LN

« concise linear code « large number of complex rules

« unambiguous coding prone to errors

« simple substructure search difficult to translate into a connection table
« includes stereochemistry only those substructures contained in the

« unique if rules are followed coding can be retrieved in a substructure
search

no support for coding reactions

ROSDAL

« simple code, easy to learn
- fast data exchange format
« includes stereochemistry
« unambiguous

no support for coding reactions
not unique

SMILES

simplest linear code

easy to learn

fast data exchange format

supports Markush, stereochemistry,
and reaction coding

unambiguous

not unique (except Unique SMILES)
some problems with aromaticity perception

Sybyl LN

- simple code, easy to learn

« Markush and macro atom definitions
- includes stereochemistry

» fast data exchange format

« unambiguous

not unique

aromaticity has to be normalized
no valence rules

no support for coding reactions

2.4
Coding the Constitution

Chemists have been used to drawing chemical structures for more than a hundred
years. Nowadays, structures are not only drawn on paper but they are also available
in electronic form on a computer for publications, for presentations, or for the
input and output with computer programs. For these applications, well-known
software such as ISIS/Draw (MDL [31]) or ChemWindow (Bio-Rad Sadtler [32])
are used (see Section 2.12). The structures generated with these programs are
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“pictures” carrying much information for chemists, but they cannot be used di-
rectly by the computer in this form. In order to process a chemical structure on
the computer, the structure drawing has to be converted into another form of re-
presentation. Two types of representation were introduced in Sections 2.2 and
2.3, nomenclature and line notations.

2.4.1
Graph Theory

Another approach applies graph theory. The analogy between a structure diagram
and a topological graph is the basis for the development of graph theoretical algo-
rithms to process chemical structure information [33-35].

In mathematical terms, the structure diagrams drawn by a chemist, can be con-
sidered as ordinary graphs. Graphs consist of nodes (vertices), which are the atoms,
and edges, which are the bonds. In organic chemistry, these graphs are often sim-
plified by representing the carbon atoms only as the point where connecting lines
meet, the edges (bonds) (Figure 2-10). Such a graph is called topological graph be-
cause it only shows the linkages between atoms and the kind of bonds between
them. This type of structure representation contains no data about the
3D structure, the topography, of a molecule.

Usually, a structure diagram is an undirected (the bonds have no direction)
and labeled graph (the nodes are characterized by atom symbols) (for definitions
of terms, see Table 2-4). In graph theory, a graph carries no geometric informa-
tion. A weighted graph has numbers or symbols assigned to the nodes. Two
nodes can have several edges between them (in chemistry, multiple bonds)
(Figure 2-11).

bt o

Figure 2-10. Different graph-theory representations of an identical diagram. In graph theory only
the connections are important, not the length of the edges or the angles between them.

OH

NH,

Figure 2-11.  Phenylalanine can be represented in graph theory as a labeled, weighted graph with
different atom and bond types (as on the left-hand side).
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Excursion: The Kénigsberg Bridge Problem

At the time of Leonhard Euler (the 18th century), Konigsberg had seven
bridges across the Pregel river. Some of the townspeople wanted to know
if there was a path through the town that allowed one to cross each of the
seven bridges exactly once and finish at the starting point.

Euler’s task was to find such a way. He first reduced the problem to its es-
sentials by substituting a dot for each piece of land and a line for each bridge,
then connecting the corresponding dots. This object was called a graph
(sketched in Figure 2-12, right).

Kénigsberg's 7 bridges (anno 1736) 1. abstraction 2. abstraction

Figure 2-12.  Schematic illustration of the Kénigsberg bridge problem, and abstraction to
a graph.

Then, Euler solved the problem in a general way by proving that a graph
can be traversed if it is connected and if each node has an even degree (an
even number of lines emanating from it; see Table 2-4). In fact, the graph
in Figure 2-12 is connected, but all four nodes have an odd number of
lines coming from them.

Thus, the graph theory introduced by Euler in 1736 proved that it was not
possible to walk through Kénigsberg by crossing each bridge exactly once
and ending up at the point where the path was started [36].

2.41.1 Basics of Graph Theory
Graphs are used in mathematics to describe a variety of problems and
situations [37]. The methods of graph theory analyze graphs and the problems
modeled by them. The transfer of models and abstractions from other sciences
(computer science, chemistry, physics, economics, sociology, etc.) to graph theory
makes it possible to process them mathematically because of the easily under-
standable basics of graph theory.

Some fundamental definitions of graph theory are given in Table 2-4.
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Table 2-4. Some basic definitions for graph theory.

Graph theory term

Graph

Nodes (dots) are adjacent when they are connected by the
same edge.

If the nodes of a graph are marked (e.g., with digits),
the graph is termed labeled. In the example, node 1 is
adjacent to node 2 but not to node 3.

The degree (or valency) of a node is determined by the
number of distinct edges that end in a given node. (e.g., nodes 1
and 3 have the degree 1, and node 2 has the degree 2).

An edge is incident to the two joining nodes
(e.g. a is incident to 1 and 2).

A graph is connected if at least one edge is between
all the nodes. Thus, from any given node in a connected
graph, all the other nodes can be reached.

Conversely, a disconnected graph (null graph) contains
isolated nodes without edges (in chemistry, these may be mixtures
of compounds or collections of substructures).

A digraph (or directed graph) has directed edges between
two nodes (e.g., a weighted orientation).

Structure diagrams are undirected graphs.

A graph is complete if all the nodes are connected (adjacent)
to all the other nodes.

A graph is planar if it can be drawn on a plane without
edges crossing, with intersections only at the edges
(independently of how it is drawn). For example, cubane
can be drawn as a planar graph.

Euler path: A connected graph can be traversed in one

path (which ends at the node where it began) if all nodes
have an even degree (see the Kénigsberg bridge problem, Sec-
tion 2.4.1).
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Table 2-4. (cont.)

Graph theory term Graph

Euler circuit (the house of Santa Claus): a graph can be
drawn in one path if the degree of all the nodes is a
multiple of 2 and two nodes have an odd degree

2 ﬁ 3
(for starting and ending the path). The drawing has to
start at one of the nodes with an odd degree. ] 4
5

Isomorphism: If a labeled graph has n defined 1 2 3 1 3 2
nodes, it can be represented by n! labeled
graphs. In the example with n = 3, the six

graphs are isomorphic. %_1._2 %—g—l
3 2 1 3 1 2

see Fig. 2-41 in Section 2.5.2.2

24.2
Matrix Representations

A graph can also be represented as a matrix. Thus, quite early on, matrix represen-
tations of molecular structures were explored. Their major advantage is that the
calculation of paths and cycles can be performed easily by well-known matrix op-
erations.

The matrix of a structure with n atoms consists of an array of n X n entries. A
molecule with its different atoms and bond types can be represented in matrix
form in different ways depending on what kind of entries are chosen for the
atoms and bonds. Thus, a variety of matrices has been proposed: adjacency, dis-
tance, incidence, bond, and bond—electron matrices.

In the following matrices hydrogen atoms are sometimes not shown, because
their numbers and positions can be calculated from organic structures on the
basis of the valence rules of the other atoms.

A second notion is that each atom is described twice — in a column and in a row.
Matrices in which all elements are shown twice are called redundant. A non-redun-
dant matrix contains each element only once (e.g., only the top right or bottom left
triangle of the matrix, as can be seen later).
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IIIIIIIII
HY s HBo 1011
s 1 #010101101
H—c—c’ [0 100000
¢\, EH1 000000
H Hi1o0o00000
n=7 BHio0o00000
Figure 2-13. Adjacency (7 X 7) matrix of ethanal. 0 100000

2.42.1 Adjacency Matrix

The adjacency matrix of a molecule consisting of n atoms is a square (n X n) ma-
trix with the entries giving all the connectivities of the atoms. The intersection of a
row and a column obtains a value of 1 if the corresponding atoms are connected. If
there is no bond between the atoms being considered, the position in the matrix
obtains the value 0. Thus, this matrix representation is a Boolean matrix with
bits (0 or 1) (Figure 2-13).

As can be seen in Figure 2-13, the diagonal elements of the matrix are always
zero and it is symmetric around the diagonal elements (undirected, unlabeled
graph). Thus, it is a redundant matrix and can be reduced to half of its entries
(Figure 2-14b). For clarity, all zero entries are omitted in Figures 2-14b—d.

With such a matrix representation, the storage space is dependent only on the
number of nodes (atoms) and independent of the number of bonds. As Figure
2-14 demonstrates, all the essential information in an adjacency matrix can also
be found in the much smaller non-redundant matrix. But the adjacency matrix
is unsuitable for reconstructing the constitution of a molecule, because it does
not provide any information about the bond orders.

[ [1]2]3]4]5]6]7] .--.--.- --.--.-

Eo 101110 [KE i T
H1010001 11 1 1 m 1 O | 1]2]3]
Hoi1ioo0o000 H 1 H
1000000 El1 [ 4] 7
Hiooo0o0o0o0 Hi1
Bi1o00000 Hi1
Eoi1o00000 K 1

a) b) c) d)

Figure 2-14. a) The redundant adjacency matrix of ethanal (see Figure 2-13) can be simplified
step by step by b) omitting the zero values, c) reducing it to the top right triangle, and, finally,
d) omitting the hydrogen atoms.
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[ C1 | c2 ] 03 | H4 | H5 | HE | H7 |

D 1400 2190 1.022 1023 1.022 2.108

=3 1.400 0 1123 1.999 1982 1999 1.022

a) RN 2190 1.123 0 2349 2708 2.995 1.859

B 1.022 1999 2349 0 1668 1.881 2895

" IBEl 1.023 1982 2708 1.688 0 1.668 2.562

H a Il 1022 1999 2955 1661 1668 0 2336
5 |1 C// Bl 2106 1022 1859 2895 2566 2336 0

2

rlﬁ W =
C1 0 2 1 1 1 2

ol i |

H5
LA 2

Figure 2-15. Distance matrices of ethanal with a) geometric distances in A and b) topological
distances. The matrix elements of b) result from counting the number of bonds along the
shortest walk between the chosen atoms.

1
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1
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2.42.2 Distance Matrix

The elements of a distance matrix contain values which specify the shortest dis-
tance between the atoms involved. Distances can be expressed either as geometric
distances (in A) or as topological distances (in number of bonds) (Figure 2-15a,b).

2.42.3 Atom Connectivity Matrix

Both the adjacency and distance matrices provide information about the connec-
tions in the molecular structure, but no additional information such as atom
type or bond order. One type of matrix which includes more information, the
Atom Connectivity Matrix (ACM), was introduced by Spialter and is discussed in
Ref. [38]. This approach was eventually abandoned but is listed here because it
was quite a unique approach.

2.4.2.4 Incidence Matrix

The incidence matrix is an n X m matrix where the nodes (atoms) define the col-
umns (n) and the edges (bonds) correspond to the rows (m). An entry obtains the
value of 1 if the corresponding edge ends in this particular node (Figure 2-16).

2.4.2.5 Bond Matrix

The bond matrix is related to the adjacency matrix but gives information also on
the bond order of the connected atoms. Elements of the matrix obtain the value
of 2 if there is a double bond between the atoms, e.g., between atoms 2 and 3
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03 H4 H5 H6 H7

n=7, m=6 c)
Figure 2-16. a) The redundant incidence matrix of ethanal can be compressed by b) omitting the
zero values and c) omitting the hydrogen atoms. In the non-square matrix, the atoms are listed in
columns and the bonds in rows.

in the example shown. Otherwise the value can be 0, 1, or 3 for other bonding com-
binations. This representation is redundant, as well (Figure 2-17).

2.4.2.6 Bond-Electron Matrix

The bond—electron matrix (BE-matrix) was introduced in the Dugundji-Ugi
model [39]. It can be considered as an extension of the bond matrix or as a mod-
ification of Spialter’s atom connectivity matrix [38]. The BE-matrix gives, in addi-
tion to the entries of bond values in the off-diagonal elements, the number of
free valence electrons on the corresponding atom in the diagonal elements (e.g.,
O3 = 4 in Figure 2-18).

In essence, a BE-matrix lists all the valence electrons of the atoms in a molecule,
both the ones involved in bonds and those associated as free electrons with an
atom. A BE-matrix has a series of interesting mathematical properties that directly
reflect the chemical information:

i | [1]2]3]al5/6[7 I [1]2[3]4]5]6]7
H™ sy EH 1 111 H 11 1
s v 2 B 2 1 2 I [1[2]3]
=T 2 1
5 H EN1 -Aa -H 2
5 &
n=7 6 N
1
a) b) c)

Figure 2-17. a) The redundant bond matrix of ethanal with the zero values omitted. b) It can be
compressed by reduction to the top right triangle. c) Omitting the hydrogen atoms provides the
simplest non-redundant matrix representation.
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a) b) c)
Figure 2-18. a) The redundant BE-matrix of ethanal with the zero values omitted. b) It can be
compressed to the top right triangle. c) Omitting the hydrogen atoms provides the simplest non-
redundant matrix representation.

« The sum s; over all entries of a row b; or column b; indicates the number of
valence electrons of atom i (Eq. (1)).

Zbg pr M

This term is also called the row/column sum (see Figure 2-19). In the example,
carbon atom 2 has 1 + 2 + 1 = 4 valence electrons.

« The sum over all entries of the BE-matrix (S) gives the total number of valence
electrons in the molecule (Eq. (2)).

S=2_> b (2)
i

In the example, ethanal has 36 valence electrons.

o If the number of valence electrons thus calculated does not agree with the
standard number of valence electrons in an atom, this atom carries a charge.
In this case, the diagonal element b; has more or fewer valence electrons than
the nominal value b;® of the respective atom i. The charge value, Ab, can be
determined by subtracting the sum of the row values from the nominal value

(Eq. (3))-
Ab = b), — by (3)
The cross sum §;, which is the sum over all the entries in a row and a column of

atom i (= 2s; according to Eq. (1)) with the diagonal element b;; of atom i counted
only once, indicates the total number of valence electrons in the orbitals of atom i

(Eq. (4))-
gi =25 — bii (4)
In the example in Figure 2-19, the oxygen atom 3 has 2 + 4 (row) + 2 +

4 (column) — 4 (diagonal element) = 8 electrons. This shows that the oxygen
atom obeys the octet rule.
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BEEBBEOEEE ovsum | Element
s [T TTT 4 =
s v 27 H 2 1 4 C
R 2 4 6 o
e H' El 1 H
H 1 1 H
n=7 1 1 H
|7 1 H
columnsum 4 4 61 1|1/[1 36

crosssum |8 8|8 |2 2|22

Figure 2-19. The BE-matrix of ethanal allows one to determine the number of valence electrons
(the sum of each row) on the atoms and to validate the octet rule.

The BE-matrix also provides the basis for the matrix representation of chemical
reactions, as discussed in detail in Section 3.5.

Evaluation of matrix representations of chemical structures.

Advantages

Disadvantages

General:

« the molecular graph is completely coded
(each atom and bond is represented)

« matrix algebra can be used

Adjacency matrix
« describes connections of atoms
- contains only 0 and 1 (bits)

Distance matrix
« describes geometric distances

Incidence matrix
« describes connections and bonds
- contains only 0 and 1(bits)

Bond matrix
« describes connections and bond orders
of atoms

Bond—electron matrix
« describes connections, bond orders,
and valence electrons of the atoms

the number of entries in the matrix grows
with the square of the number of atoms (n?)
no stereochemistry included

no bond types and bond orders
no number of free electrons

no bond types or bond orders
no number of free electrons
cannot be represented by bits

no bond types and bond orders
no number of electrons

no number of free electrons
cannot be represented by bits

cannot be represented by bits
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243
Connection Table

A major disadvantage of a matrix representation for a molecular graph is that the
number of entries increases with the square of the number of atoms in the mole-
cule. What is needed is a representation of a molecular graph where the number of
entries increases only as a linear function of the number of atoms in the molecule.
Such a representation can be obtained by listing, in tabular form only the atoms
and the bonds of a molecular structure. In this case, the indices of the row and
column of a matrix entry can be used for identifying an entry. In essence, one
has to distinguish each atom and each bond in a molecule. This is achieved by a
list of the atoms and a list of the bonds giving the connections between the
atoms. Such a representation is called a connection table (CT).

A connection table has been the predominant form of chemical structure repre-
sentation in computer systems since the early 1980s and it is an alternative way of
representing a molecular graph. Graph theory methods can equally well be applied
to connection table representations of a molecule.

There are many ways of presenting a connection table. One is first to label each
atom of a molecule arbitrarily and to arrange them in an atom list (Figure 2-20).
Then the bond information is stored in a second table with indices of the atoms
that are connected by a bond. Additionally, the bond order of the corresponding
connection is stored as an integer code (1 = single bond, 2 = double bond, etc.)
in the third column.

Both tables, the atom and the bond lists, are linked through the atom indices.
An alternative connection table in the form of a redundant CT is shown in
Figure 2-21. There, the first two columns give the index of an atom and the cor-
responding element symbol. The bond list is integrated into a tabular form in
which the atoms are defined. Thus, the bond list extends the table behind the
first two columns of the atom list. An atom can be bonded to several other
atoms: the atom with index 1 is connected to the atoms 2, 4, 5, and 6. These
can also be written on one line. Then, a given row contains a focused atom in
the atom list, followed by the indices of all the atoms to which this atom is
bonded. Additionally, the bond orders are inserted directly following the atom in-

Atom list Bond list

4 1% atom | 2™ atom bond order

(o]

I

-
~N(o|o|Mw(N| =
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DO BN
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Figure 2-20. A connection table: the structure diagram of ethanal, with the atoms arbitrarily
labeled, is defined by a list of atoms and a list of bonds.
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atom  element | 1# bond 2 pond 3™ bond 4" bond
index index order index of order indexof order indexof order
4 of atom atom atom atom
H 35 1 C 2 1 4 1 5 1 6 1
s 11 # 2 C 1 1 3 2 7 1
H—C—C 3 o 2 2
L™ A
HE HT 4 H 1 1
5 H 1 1
5] H 1 1
T H 2 1

Figure 2-21. Redundant connection table of ethanal.

dices of these connected atoms. The bond orders are 1 for a single bond, 2 for a
double bond, etc. In our example, atom 1 (which is carbon) is connected to carbon
atom 2 via a single bond and to the hydrogen atoms 4, 5, and 6 via single bonds
(Figure 2-21).

Since each bond connects two atoms, each of these atoms is defined twice in
such a connection table (see Figure 2-21). Similarly to the matrix representations
of Section 2.4.2, the connection table contains redundant information as well,
which can be eliminated. Besides duplicates, the hydrogen atoms could also be
omitted in “standard” organic compounds. Programs which have to treat hydrogen
atoms can deduce them from the open valences of the corresponding atoms ac-
cording to the conventions of the valence bond rules (considering the bond
order). In any other case, e.g., in organometallics, metal complexes, some inorgan-
ics, or whenever a hydrogen atom plays a major role, the hydrogen atoms have to
be included.

By listing each bond only once and by omitting hydrogen atoms a non-redun-
dant, compressed connection table is obtained (Figure 2-22) which is important
for saving storage space. Nevertheless, the information about the chemical struc-
ture is kept intact.

atom’ element [ bond 2™ bond
H 30 index index order  index order
s |1 of atom of atom
H—ff—zc\ 1 c 2 1
6§ H' 2 C 3 2
3 0]
atom’ element | "1™ bond
index index order
of atom
= 1 C 2 1
2 C 3 2
3 0]

Figure 2-22. Non-redundant connection table of ethanal. Only non-hydrogen atoms are
considered; bonds with the lowest indices are counted once (see Figure 2-21).
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A connection table can be extended by adding other lists, such as lists of the free
electrons and/or with the charges on the atoms of the molecule. Thus, in effect, all
the information in a BE-matrix can also be stored in a connection table [40].

If the indexing of the atoms is changed, the CT will have a different appearance.
Thus, the representation of a chemical structure in a CT is unambiguous but not
unique, which can only be achieved by canonicalization (see below).

Almost all chemical information systems work with their own special type of
connection table. They often use various formats distinguishing between internal
and external connection tables. In most cases, the internal connection tables are
redundant, thus allowing maximum flexibility and increasing the speed of data
processing. The external connection tables are usually non-redundant in order to
save disk space. Although a connection table can be represented in many different
ways, the core remains the same: the list of atoms and the list of bonds. Thus, the
conversion of one connection table format into another is usually a fairly straight-
forward task.

Evaluation of the representation of chemical structures by connection tables.

Advantages Disadvantages
« the graph is completely coded « in most compact codes, hydrogen atoms are
« concise code omitted and can be derived only indirectly

the number of entries grows linearly with « needs more than bits as entries
the number of atoms

atom types, connections, and bond orders

are described separately

extensions allow addition of information

on free electrons, stereochemistry, etc.

widely used representation of chemical

structure information

244
Input and Output of Chemical Structures

As was said in the introduction (Section 2.1), chemical structures are the universal
and the most natural language of chemists, but not for computers. Computers
work with bits packed into words or bytes, and they perceive neither atoms nor
bonds. On the other hand, human beings do not cope with bits very well. Instead
of thinking in terms of 0 and 1, chemists try to build models of the world of mol-
ecules. The models are conceptually quite simple: 2D plots of molecular structures
or projections of 3D structures onto a plane. The problem is how to transfer these
models to computers and how to make computers understand them. This commu-
nication must somehow be handled by widely understood input and output pro-
cesses. The chemists’ way of thinking about structures must be translated into
computers’ internal, machine representation through one or more intermediate
steps or representations (see Figure 2-23). The input/output processes defined
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Intermediate
representation(s) Internal (machine)
representation

2D/3D model of
chemical structure

Figure 2-23. Transformation of representations of chemical structures between chemists and
computers.

in this way have a twofold nature: they are physical actions undertaken by chemists
and logical transformation(s) of the initial structural models.

In modern times, i.e., since the 1980s, when high-quality computer graphics be-
came available, the transformation of representations has been seemingly quite
straightforward. The chemist has two basic possibilities for expressing models of
molecular structures (molecular structure input). One can use existing structural
representations for the manual creation of a data file or other kinds of textual in-
teraction with a computer, but also a graphical editor (or generally speaking a gra-
phical user interface) for drawing molecular structures (see Section 2.12). The
drawn molecular structure will next be converted automatically into one of the
structural representations or directly into a format understood only by the comput-
er and the software that is being used. The molecular structure expressed in the
selected representation is also translated by the computer into an internal format.
The reverse process is the output of molecular structures.

Three structural representations are available to the chemist:

- nomenclature: IUPAC names, trivial names, registration identifiers (see
Section 2.2);

- line notations: Wiswesser line notation (WLN), ROSDAL, Sybyl line notation,
SMILES, etc. (see Section 2.3);

- connection tables (see Section 2.4.3).

Interconversions of these representations are also usually possible.

At the moment, most scientists and students, both in companies and at univer-
sities, use similar tools for the encoding processes described. But this was not the
case in the past, when research was much more differentiated and fascinating with
regard to the chemist-computer interaction. Some of these old-fashioned results
are still impressive or some are still used, even now, as the following examples il-
lustrate.

In the “ancient times” (the 1950s), data were transferred to computers by using
punched cards. But already in 1959 Ascher Opler from Dow Chemical Company
reported the use of a light pen for graphical entry of chemical structures into a
computer. Light pens were also used in the Chemical Abstracts Service in the
1970s.

In 1962 special formula reading machines [41] were constructed and used at
BASF Ludwigshafen. They scanned formulas drawn on transparent grid sheets



44

2.4 Coding the Constitution

and recorded the pulses on punched cards (which were later replaced by punched
tapes and finally by magnetic tapes). Some of these machines run for almost two
decades.

A year later, a novel method of encoding chemical structures via typewriter input
(punched paper tape) was described by Feldmann [42]. The constructed typewriter
had a special character set and recorded on the paper tape the character struck and
the position (coordinates) of the character on the page. These input data made it
possible to produce tabular representations of the structure.

In 1964 Douglas Cart Engelbart (Stanford Research Institute in California) devel-
oped the mouse as an input device and Bill English built its prototype from a
carved block of wood with a single red button. Shortly thereafter, the mouse was
used at the Lister Hill Center of the National Institutes of Health for the input
of chemical structures.

The first known application of an optical character recognition system in pro-
cessing of chemical information dates back to 1973 [43]. Scientists in the Cam-
bridge Crystallographic Data Centre were using an IBM typewriter equipped
with an OCR-B golf ball. The typed sheets were processed by a service bureau
using specialized OCR hardware, yielding a magnetic tape, which formed the
basic input to the system.

Another example of dealing with molecular structure input/output can be found
in the early 1980s in Boehringer Ingelheim. Their CBF (Chemical and Biology
Facts) system [44] contained a special microprocessor-controlled semigraphic de-
vice for entering molecular structures. Moreover, their IBM-type printer chain
unit had been equipped with special chemical characters and it was able to print
chemical formulas.

Talking about output of chemical structures, there is a common conviction that
3D molecular graphics was born in the 1980s. But the first known system for the
interactive display of molecular structures was devised in 1964 by Cyrus Levinthal
and his colleagues from MIT [45-47]. The system displayed protein structures on a
monochrome oscilloscope as wire frames (see Section 2.11). The illusion of the
3D view was achieved by constantly rotating the structure on the screen. Although
the system was used to study short-range interaction between atoms and online
manipulation of chemical structures, the importance of molecular visualization
and its applications seemed to be underappreciated at that time [46]. The Early In-
teractive Molecular Graphics Movie Gallery [48] contains the original visualizations
of several macromolecules converted to digital formats and viewable on modern
computers.

Another interesting output “generator” is ORTEP (Oak Ridge Thermal-Ellipsoid
Plot Program) [49], written by Carroll K. Johnson in 1965. In addition to plotting
molecular structures with thermal ellipsoids, the program was and is able to gen-
erate stereoscopic images automatically. After nearly 40 years the program is still
being widely used and its newest version can be obtained from the website URL
in Ref. [49].

There have been plenty of other examples of similar developments in the area of
molecular structure input/output, especially during the third quarter of the 20th
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century. Even if they are no longer applicable, studying them can be a fascinating
expedition into the origins of modern GUIs (graphical user interfaces).

245
Standard Structure Exchange Formats

In chemistry, numerous software programs are available to handle structure infor-
mation on molecules. The scope of the programs leads from drawing structure dia-
grams (see Section 2.12), through collecting data from instruments (e.g., HPLC,
NMR, etc.; see Chapter 4) to expert systems (Section 9.2) that process the data
and produce new information. All of these systems have one task in common:
to save data in a file. Many organizations and software suppliers have developed
their own connection table format and quite a few have made provisions for the
import or export of other file formats. The processing of data, from data to infor-
mation and finally to knowledge, usually asks for the interaction and cooperation
of several different software systems and databases. In this process, the exchange
of chemical structure information plays a pivotal role; the internal file format of
one software system has to be understood by another, i.e., converted into its inter-
nal file format. This exchange process is usually handled through an external,
ASCII, file format.

As many different file formats have been developed since the early 1970s, the
need for a standard chemical structure format has been increasingly felt. Various
attempts have been made by different groups of the chemical community to define
and push such a format, but none has achieved unanimous acceptance.

Parallel to that the MDL Molfile format (see the Tutorial in Section 2.4.6) devel-
oped at Molecular Design Limited (now MDL Information Systems, Inc.) became a
de facto standard file format [50].

The release of this initially proprietary format to the community at large in 1982
led to its acceptance as a general exchange format for chemical datasets. Several
extensions have been made to the MDL Molfile format, leading to the SDfile,
RGfile, Rxnfile, or RDfile, with each one having special additional information
on one or several molecules [51]. The historical development led to the situation
that the Molfile is not a rigidly standardized format. Molfiles from different sources
may differ in some details, depending on the software that generated them. Thus,
the extension of the file name is always *.mol but the structure of the file format
can be different from the MDL Molfile (e.g., Sybyl-, MSI-Molfile, etc.).

Besides the MDL Molfile format, other file formats are often used in chemistry;
SMILES has already been mentioned in Section 2.3.3. Another one, the PDB file
format, is primarily used for storing 3D structure information on biological
macromolecules such as proteins and polynucleotides (Tutorial, Section 2.9.7)
[52, 53]. CIF (Crystallographic Information File) [54, 55] is also a 3D structure
information file format with more than three incompatible file versions and is
used in crystallography. CIF should not be confused with the Chiron Interchange
Format, which is also extended with *.cif. In spectroscopy, JCAMP is applied as
a spectroscopic exchange file format [56]. Here, two modifications can be

45
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distinguished; the JCAMP-DX and the JCAMP-CS format. Whereas JCAMP-CS
is an alternative to the Molfile and contains structure data, JCAMP-DX contains
spectroscopic data. And last but not least, CML [57-60], which is an extension of
XML (www.xml.org), tries to unify all the chemical information available, not only
for Internet processing. An overview of the different file formats mentioned here
is provided in Table 2-5.

The different internal and external file formats make it necessary to have pro-
grams which convert one format into another. One of the first conversion pro-
grams for chemical structure information was Babel (around 1992). It supports al-
most 50 data formats for input and output of chemical structure information [61].
CLIFF is another file format converter based on the CACTVS technology and
which supports nearly the same number of file formats [29]. In contrast to
Babel, the program is more comprehensive: it is able to convert chemical reaction
information, and can calculate missing atom coordinates [29].

During the process of conversion, a program may drop some information pro-
duced by other software because the format conventions cannot handle this addi-
tional information. For example, when the JACMP format is converted to a Molfile,
its content is reduced to structural data only, without spectra data. In other cases, a

Table 2-5. The most important file formats for exchange of chemical structure information.

File format Suffix =~ Comments Support Ref.
MDL *mol  Molfile; the most widely used www.mdli.com 50
Molfile connection table format

SDfile * sdf Structure-Data file; extension of www.mdli.com 50

the MDL Molfile containing one or
more compounds

RDfile *rdf Reaction-Data file; extension of the www.mdli.com 50
MDL Molfile containing one or
more sets of reactions

SMILES *smi  SMILES; the most widely used www.daylight.com 20, 21
linear code and file format

PDB file *pdb  Protein Data Bank file; format for =~ www.resh.org 53
3D structure information on
proteins and polynucleotides

CIF *cf Crystallographic Information File — www.iucr.org/iucr-top/ciff 55
format; for 3D structure infor-
mation on organic molecules

JCAMP *jdx,  Joint Committee on Atomic and www.jcamp.org/ 56
*.dx, Molecular Physical Data; structure
*.cs and spectroscopic format

CML *.cml  Chemical Markup Language; www.xml-cml.org 57-59

extension of XML with speciali-
zation in chemistry
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program may append additional information calculated or derived from the infor-
mation present, such as molecular weight, number of hydrogen atoms, etc.

2.4.6
Tutorial: Molfiles and SDfiles

As pointed out in Section 2.4.5, there are many file formats for storing information
about molecular structures. Nevertheless, only some of them have widely been ac-
cepted by the chemoinformatics community and are used as standard formats for
the exchange of information on chemical structures and reactions. This is particu-
larly true for the Molfile and SDfile formats first described by Dalby et al. from Mo-
lecular Design Limited (MDL) [51]. However, as the file formats are undergoing
constant development, one should rather refer to the file format specification
available from the MDL website [50]. Originally intended only for programs devel-
oped by MDL, Molfile and SDfile formats quickly became de facto industry stan-
dards for the storage and exchange of information on molecular structures and
properties.

A Molfile describes a single molecular structure which can contain disjointed
fragments. In turn, an SDfile (SD stands for structure—data) contains structure
and data (properties) for any number of molecules, which makes it especially
convenient for handling large sets of molecules — for example for data transfer
between databases or from databases to data analysis tools. MDL also designed
three other, but in some ways internally similar, file formats for handling
queries (RGfiles), single reactions (RXNfiles), and reactions as well as molecules
together with their associated data (RDfiles). All the MDL file formats are re-
ferred together as CTfiles (chemical table files) and described extensively in
Refs. [50, 51].

CTfiles originated in the time of punched cards and therefore their format is
quite restrictive. For example, blanks usually are significant and several consecutive
spaces cannot simply be replaced by a single one. Spaces may correspond to miss-
ing entries, empty character positions within entries, spaces between entries, or
zeros in the case of numerical entries. Thus, every piece of data has a precise
and fixed location within a line in a data file. Moreover, the line length of CTfiles
is restricted to 80 characters.

The default filename extension for Molfiles is “.mol”, and for SDfiles “.sdf” or
“.sd” are used.

2.4.6.1 Structure of a Molfile
In order to understand the Molfile format let us look at a sample file and recognize
its fundamental structure. For simplicity, some less important details will be
omitted in the discussion. For a complete description, users are referred to
MDL’s CTfile format specification [50].

Figures 2-24 and 2-25 present the structure of the ethanal molecule and a
corresponding Molfile, respectively. The file was extracted from the Enhanced
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H Figure 2-24. Structure of ethanal.
1. | HB8C7554 acetaldehyde
2 | JTtclserve0S1802165430 0 0.00000  0.0D0000NCI NS Header block
3.
4. T6€000000 0 099% V2000 Counts line
5 0.0000 0.0000 0,000 C DOOOCODODOOOOODOO
6. 1.5000 0.0000 0,0000C ODOQOCOOOODOOODOO
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Bond block
15| 1510000
16| 1610000
47| 2710000
18 | M END Properties
block

Figure 2-25. Molfile representing the ethanal molecule shown in Figure 2-24.

NCI Database Browser [62, 63] and only slightly modified for the purposes of this
exercise.

Each Molfile consists of two parts: the so-called header block specific to Molfiles
(lines 1-3) and a connection table — Ctab (lines 4-18), which is fundamental to all
MDL’s CTfile formats.

The first line of the header block contains the molecule name and does not re-
quire any particular format (a rare case). If no name is available the line is blank.
For ethanal two names are specified: its identifier within the NCI database
(NSC 7594) and the regular name.

The second line, however, has a strict format and contains general information
about the user’s name, the program used to generate this file, and the date and
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Figure 2-26. Second line of the Molfile’s header block from the sample file.

time when the file was created. The date and time information is formed of con-
catenated two-digit values representing the month (09 in the example), day (18),
year (02), hour (15), and minute (54), respectively. It specifies also whether 2D
or 3D atomic coordinates are given and includes other miscellaneous data and
comments. Figure 2-26 shows a more detailed explanation of this line from the
Molfile analyzed. Please note that “tclserve” in the second entry stands for
tclserver — the core part of the CACTVS system [64, 65] (see Section 2.12) used
in the Enhanced NCI Database Browser. This line may also be empty.

The third line of the header block is usually empty or contains comments.

Lines 4-18 form the connection table (Ctab), containing the description of the
collection of atoms constituting the given compound, which can be wholly or par-
tially connected by bonds. Such a collection can represent molecules, molecular
fragments, substructures, substituent groups, and so on. In case of a Molfile,
the Ctab block describes a single molecule.

The first line of the connection table, called the counts line (see Figure 2-27), spe-
cifies how many atoms constitute the molecule represented by this file, how many
bonds are within the molecule, whether this molecule is chiral (1 in the chiral flag
entry) or not, etc. The last-but-one entry (number of additional properties) is no
longer supported and is always set to 999. The last entry specifies the version of
the Ctab format used in the current file. In the case analyzed it is “V2000”.
There is also a newer V3000 format, called the Extended Connection Table, which
uses a different syntax for describing atoms and bonds [50]. Because it is still
not widely used, it is not covered here.

e}
. - u = . S
Description | 2 o cn| ® & 8L °s 8| ©
@ @ o .2 o = 28 o5e € c
cg2|leg|L o ® 5022 28| 88
EE|EB|EE I} i SosE EEal £
S| 5356|358 2 - =0 cOo S5 2 S o
Z® |28 |Z® o O O a 2= Zca| OS>
1 2 3
Column
123 456 789 012 345 678901234567890 123 456789
Data 7 © 0 0 0 0 0 0 0 0 999 V2000

Figure 2-27. Counts line of the Molfile’s header block from the sample file.
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Figure 2-28. Structure of the atom block for the non-hydrogen atoms of ethanal.

All of the seven atoms declared in the counts line above are described next in an
atom block. Each atom is represented by a single row, which specifies its Cartesian
coordinates, atomic symbol, difference from mass in the periodic table, charge, and
nine other properties, which are usually set to their default values (0s) in Molfiles.
The Cartesian coordinates define a two- or 3D molecular model, as declared in the
second line of the file. 2D models can be obtained, for example, from molecule edi-
tors like ISIS/Draw [50] (see Section 2.12). 3D structural data result from experi-
ments or theoretical calculations at different theoretical levels, mostly from
3D structure generators such as CORINA [29] (see Section 2.13 in this chapter
and Chapter II, Section 7.1 of the Handbook). 3D atomic coordinates can usually
be recognized in the third column of the atom block, the z-coordinates. If this
column only contains values of 0.0, then 2D coordinates may be stored; if it con-
tains values different from 0.0 as in our case, the Molfile stores 3D coordinates.
Figure 2-28 shows the structure of the atom block for the non-hydrogen atoms
of ethanal.

Once the atoms are defined, the bonds between them are specified in a bond
block. Each line of this block specifies which two atoms are bonded, the multiplicity
of the bond (the bond type entry) and the stereo configuration of the bond (there
are also three additional fields that are unused in Molfiles and usually set to 0). The
indices of the atoms reflect the order of their appearance in the atom block. In the
example analyzed, “1” relates to the first carbon atom (see also Figure 2-24), “2” to
the second one, “3” to oxygen atom, etc. Then the two first lines of the bond block
of the analyzed file (Figure 2-29) describe the single bond between the two carbon
atoms C;—C, and the double bond C,=0;, respectively.

The last part of the file presented here is a properties block, which can contain
miscellaneous properties extensively described in Refs. [50, 51]. In most cases,
however, this block is empty, except for a terminating line (line 18 in Figure 2-25).
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Figure 2-29. Structure of the bond block 2 3 2 0 0...
for the C—C and C=0 bonds in ethanal.

2.4.6.2 Structure of an SDfile

As mentioned in the introduction of Section 2.4.6, an SDfile contains the structural
information and associated data items for one or more compounds. This makes it
particularly useful, not only for exchange of data between databases, but also be-
tween computational software. Most of such programs can write the results of
their calculations in this format. Within an SDfile, each molecule is represented
by its Molfile with additional data items describing its non-structural properties
(molecular weight, heat of formation, molecular descriptors, biological activity,
etc.). The information on a molecule is terminated by a delimiter line (containing
only “$$$$”). Each data item starts with a data header line, which reflects a molec-
ular property name. Next, one or more rows contain the actual data; they are ter-
minated by an empty line. Figure 2-30 shows the structure of the sulfuric diamide
(sulfamide) molecule, while Figure 2-31 presents the corresponding SDfile
obtained from the Enhanced NCI Database Browser [62, 63].

The file presented contains 11 data items. The header lines are property names
as used by CACTVS [64, 65], and are sufficiently self-descriptive. For example,
“E_NHDONORS” is the number of hydrogen bond donors, “E_SMILES” is the
SMILES string representing the structure of sulfamide, and “E_LOGP” is the
logP value (octanol/water partition coefficient) for this substance.

6 3
H\ 2” ) /H
SN—=S—N
7H/ 5” \QH

Figure 2-30. Structure of sulfamide (sulfuric diamide).

2.4.6.3 Libraries and Toolkits

There are miscellaneous libraries for molecular structure manipulation which sup-
port both reading and generating Mol- and SDfile formats. OEChem [66] from
OpenEye is a commercial library for C++ programmers, which additionally con-
tains links to Python. For the Java programming language there are two intensively
developed free libraries, namely JOELib (Java-based re-implementation and exten-
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Figure 2-31.  Sample SDfile for sulfamide (sulfuric diamide).
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sion of the OELib library) [67] and CDK (the Chemical Development Kit) [68], and
at least one commercial library — the JChem library [69] from ChemAxon Ltd.

Another interesting tool is the SDF Toolkit [70] — a set of Perl scripts for mani-
pulating SDfiles. It provides tools for filtering SDfiles, merging them and re-
moving duplicates, adding data from CSV (comma-separated) files to an SDfile,
and so on.

25
Processing Constitutional Information

2.5.1
Ring Perception

Rings have a profound influence on many properties of a molecule: small rings
introduce strain into a molecule, aromatic rings dramatically change its physical
and chemical properties, rings present particular problems in syntheses, etc.
Thus, a knowledge of the rings contained in a molecule is important in many ap-
plications in chemoinformatics.

In the phenylalanine example we easily recognize the existence of one ring sys-
tem (Figure 2-32a).

If a system, such as a substituted adamantane (Figure 2-32b), is more complex,
the process of ring perception may be quite difficult. The set of rings recognized by
humans can depend on the individual and the way the structure is drawn
(Figurec 2-32c and d). Therefore, a computer procedure for the recognition of
rings is indispensable. Two basic approaches dominate the variety of ring percep-
tion algorithms, which are reviewed in more detail in Refs. [72-74]. One method
“walks” through connection tables or matrices and produces a list of the constitu-
ent atoms and bonds of the traced rings (linear algebraic method). The other, more
obvious, method uses graph theory operations on matrices, trees, and sets to iden-
tify ring systems in chemical structures.

In graph theory (see Section 2.4.1), a ring represents a connected graph, which
can be traversed node by node in a single path (cycle) back to the starting point. If
one edge or bond of the ring is removed, the graph is disconnected (path 1 in
Figure 2-33) but not fragmented into two separate parts (as would be the case
for a chain bond; see Figure 2-33 path 2 to the right).

COOH O
NH,
c)

a) b)
Figure 2-32. Structure diagrams of a) phenylalanine and b) 1-isopropyladamantane; c),
d) different representations of 1R,4S5,4aS,6R,8aS-octahydro-4,8a,9,9-tetramethyl-1,6-methano-
naphthalen-1(2H)-ol.

H

d)
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1 2
X COOH | ) > _-COOH |, rCOOH
| < => +
s NH2 NH2 NH2

Figure 2-33. Any bond of a ring can be broken without fragmenting the compound (path 1 on the
left-hand side), whereas breaking a bond in a chain results in two fragments (path 2 on the right-
hand side).

o~ 15~ 0
O -0 -0 -0

Figure 2-34. Reduction of a substituted adamantane and phenylalanine to ring skeletons by
pruning acyclic parts of the molecules.

Thus, if we want to know the number of rings in a molecule, we have to count
the number of paths in the structure that lead back to the starting point. To sim-
plify this procedure, only nodes which are part of the ring system have to be con-
sidered. In this step of pre-processing, all nodes with degree 1 (terminal atom with
one bond to a neighboring atom) are successively removed. This is done iteratively
as often as possible. The end result is a ring skeleton with nodes that have a degree
of 2 or more (Figure 2-34).

Another technique of pre-processing is graph reduction [72]. Here, all nodes of
the ring that have a degree of 2 are merged with the corresponding neighbor, be-
cause these nodes cannot be part of a bridge to another ring system. The result is a
basic graph of the structure with fewer nodes and vertices to search (Figure 2-35).

After pre-processing, an algorithm can detect all the cycles in a graph or struc-
ture. The result may be a high number of rings perceived. Adamantane, for exam-
ple, has four six-membered and three eight-membered ring systems. Therefore, a
definition of a suitable set of rings in a graph has to be given that is appropriate for
the different requirements of each application. The art is to decide what is neces-
sary and sufficient.

In this section only three of the various ring perception algorithms are intro-
duced. The initial approaches are:

« Find the minimum number of rings to describe a ring system.
« Find all the possible rings.
« Find the smallest fundamental basis (SSSR).

Figure 2-35. Graph reduction of adamantane.
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2.5.1.1  Minimum Number of Cycles

The minimum number of cycles is given by the nullity or Frérejacque number (x)
according to Eq. (5). It is the difference between the number of nodes (a = atoms)
and the number of edges (b = bonds). The value of 1 stands for the number of com-
pounds considered (here, one compound). This minimum number corresponds to
the number of chords. These are defined as nodes that turn a cyclic graph or struc-
ture into an acyclic one.

p=b—a+1 (5)

2.5.1.2 All Cycles

The set of all cycles can be determined by the algorithm of Hanser [75]. The
graph is first reduced to make the process faster. Then an odd number of edges
(bonds) is removed iteratively from a node. At each iteration, the path is verified
and compared to already existing ones, in order to exclude redundant cycles
(Figure 2-36). In this representation adamantane has four three-membered and
three four-membered ring systems, which correspond to the four six-membered
and the three eight-membered ring systems mentioned above.

2.5.1.3 Smallest Fundamental Basis

A fundamental set of rings is the minimum set of rings to distinguish a ring sys-
tem. Let us assign a vector, v;, to each cycle or ring, r;, of a ring system with k edges
such as v; = 1 if j is an edge of the ring r;, and v;; = 0 otherwise. These vectors gen-
erate a vector space of rings. Let n be the minimum number of rings required to
describe the ring system (Frérejacque number) whose corresponding vectors v;...v,
are linearly independent. Then, these vectors v;...v, build a basis of the vector

Figure 2-36. Identification of the number of rings in adamantane after graph reduction

(the different ring systems are highlighted with bold lines). Note that a graph does not carry
3D information; thus, the two structures on the upper right-hand side are identical.

A
A
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< < <

v1=(1,1,1,0,0,0) v»=(0,0,11,1,1) v1=(1,1,1,0,0,0)  v3=(1,1.0,1,1.1)
Figure 2-37. Two different fundamental sets of rings for bicyclo[2.1.0]pentane.

space and the set of rings r,...r, is called a fundamental set of rings. Note that
there can exist several fundamental sets of rings (see Figure 2-37).

A fundamental set is also called a smallest set. Usually such a smallest set is se-
lected that it also contains the smallest rings: the smallest set of smallest rings
(SSSR). This makes chemical sense in indane (Figure 2-38a), for example,
where only the six- and the five-membered rings are of chemical significance
whereas the enveloping nine-membered ring is not.

Also, the rational IUPAC nomenclature for polycyclic ring systems only selects a
smallest set of rings for naming such compounds. Thus cubane obtains the ra-
tional name of pentacyclo[4.2.0.0*°.0*%.0*”Joctane (Figure 2-38b). In effect, this no-
menclature accounts for the fact that the entire ring system can be constructed
from five four-membered rings. The sixth four-membered ring is linearly depen-
dent on the other five rings (altogether, one can discern 28 rings in cubane!).

Nevertheless, there are situations where one wants to work with six four-mem-
bered rings in cubane (e.g., when considering the symmetry of the ring system).
In this situation, one adds a sixth four-membered ring to obtain from the SSSR
the so-called extended set of smallest rings (ESSR).

©:> 5
8 7
Figure 2-38.

a) b) Structure diagrams of a) indane and b) cubane.




2 Representation of Chemical Compounds | 57

2.5.2
Unambiguous and Unique Representations

In chemical nomenclature, synthesis design, or in substructure search a general,
unique representation of chemical structures is essential. An effective database
handling with registry, storage, and retrieval systems requires a one-to-one corre-
spondence of a unique and invariant notation with the respective chemical struc-
ture. The solution of this canonical coding problem and the generation of all iso-
mers with a constitutional formula with the corresponding graph isomorphism
problem will be discussed in this section.

2.5.2.1 Structure Isomers and Isomorphism
Organic chemistry is characterized by a cornucopia of different chemical struc-
tures. This is largely because the atoms of an organic molecule can be arranged
in a variety of different bonding situations.

In many cases, quite a few different structural formulas can be produced for one
and the same empirical formula (Figure 2-39).

The generation of all the structure isomers for a given empirical formula is an
important task in automatic structure elucidation (see Chapter II, Section 5.3 in
the Handbook). How many isomers (e.g., of C3;H¢O) are possible and chemically
reasonable? This is a very important question in structure generation. In this pro-
cess, care has to be taken that only different structures are generated, so that no
isomorphic graphs are obtained. In isomorphic structures all the atoms (nodes)
of two or more structures (graphs) correspond one-to-one, preserving the adja-
cency of the nodes. Thus, the topology of the molecules under consideration is
identical. This problem is illustrated in Figure 2-40 with phenylalanine (note
that stereochemistry is disregarded for the time being). The substituents -H,
—COOH, and -NH, can be attached at arbitrary positions on the terminal carbon
atom.

i /YO e [>—on

H

allyl alcohol,

|
acetone propana 1-propene-3-ol

cyclopropanol

Ao 7 B

(0]

methyl vinyl ether ~ 1,2-epoxypropane,  1,3-epoxypropane,
propene oxide trimethylene oxide

Figure 2-39. The empirical formula of C;H¢O can be expressed by seven structure diagrams and
even more compound names.
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H

COOH = /\%
NH;,

2 48 s 5 , A
/\es /% 4 N < 5
1 1 1

4 6 6

j= (123456) P=(123456) P=(123456) p 123456)
1 2 3
123456 123645 123654 123546
Figure 2-40. To illustrate the isomorphism problem, phenylalanine is simplified to a core without
representing the substituents. Then every core atom is numbered arbitrarily (first line). On this
basis, the substituents of the molecule can be permuted without changing the constitution
(second line). Each permutation can be represented through a permutation group (third line).
Thus the first line of the mapping characterizes the numbering of the atoms before changing the
numbering, and the second line characterizes the numbering afterwards. In the initial structure
() the two lines are identical. Then, for example, the substituent number 6 takes the place of

substituent number 4 in the second permutation (P,), when compared with the reference
molecule.

5

—

4

5 [}

1 3<
4
5 6

1 §<
5

Redundant, isomorphic structures have to be eliminated by the computer before
it produces a result. The determination of whether structures are isomorphic or not
stems from a mathematical operation called permutation: the structures are iso-
morphic if they can be interconverted by permutation (Eq. (6); see Section 2.8.7).
The permutation P; is identical to P, if a mathematical operation (P,) is applied.
This procedure is described in the example using atom 4 of P; (compare
Figure 2-40, third line). In permutation P; atom 4 takes the place of atom 5 of
the reference structure but place 5 in P,. To replace atom 4 in P, at position 5,
both have to be interchanged, which is expressed by writing the number 4 at the
position of 5 in P,. Applying this to all the other substituents, the result is a
new permutation P, which is identical to P;.

123456\ (123456 123456
PP, = P3 = = 6
S (123645) (123654) (123456) ©)

Thus, the mathematical operation with all combinations of permutations shows
the isomorphism of the structures.

For database handling it is necessary to compare existing database entries with
new ones. Consequently, database registration and retrieval are dependent on iso-
morphism algorithms which compare two graphs or structure diagrams to deter-
mine whether subgraphs are identical or not.
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2.5.2.2 Canonicalization

The representation of a chemical structure by a connection table is neither unam-
biguous nor unique. A molecule may be denoted with quite a variety of different
connection tables describing one and the same molecule but with different num-
bering of the atoms (Figure 2-21). In principle, a structure with n atoms can be
numbered in n! different manners and thus has up to n! different connection ta-
bles (if the molecule has symmetry, some of these connection tables may be iden-
tical). A molecule with only three atoms, e.g., hypochlorous acid (CIOH), can be
labeled and described by 3! = 6 different atomic numberings and, consequently,
by six different connection tables. These different numberings can be developed
in a spanning tree (Figure 2-41).

The task is now to take one of the numberings as the standard one and to derive
a unique code from it, which is called canonicalization. This can be accomplished
by numbering the atoms of a molecule so that it is represented later by only one
connection table or bond matrix. Such a unique and reproducible numbering or
labeling of the atoms is obtained by a set of rules.

Various methods have been developed for a unique and unambiguous number-
ing of the atoms of a molecule and thus for deriving a canonical code for this
molecule [76]. Besides eigenvalues of adjacency matrices [77], it is mainly the Mor-
gan Algorithm that is used [79].

253
The Morgan Algorithm

The Morgan Algorithm classifies all the congeneric atoms of a compound and se-
lects invariant-labeled atoms (see Section 2.5.3.1). The classification uses the con-
cept of considering the number of neighbors of an atom (connectivity), and does so
in an iterative manner (extended connectivity, EC). On the basis of certain rules,

o.
cr” H
(1)
o o o}
cr” H cr” H cr H
(1) (1)
(1) (1) 3) 2) 2) 3)

0 0 o o 0 o
cr " SH CcF TH C”¥ "M Cc " H Cr ™H C H
2) (3) (3) @) 2) (1) (3) (7) (1) (3) (1) 2)

Figure 2-41. Six different possibilities for numbering the atoms in a hypochlorous acid molecule.
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NH, 7 579

—

COOH 10 3 5
1 12

Figure 2-42. The Morgan Algorithm generates an unambiguous and unique numbering of
phenylalanine (see Tutorial, Section 2.5.3.1).

the Morgan Algorithm produces an unambiguous and unique numbering of the
atoms in a compound (Figure 2-42).
Two aspects of the Morgan Algorithm play a dominant role for structure coding:

« The unique coding: A molecule with n atoms has n! different possibilities of atom
labeling, e.g., a compound with 12 atoms can be represented by about 0.5 billion
connection tables. The Morgan Algorithm reduces all the different labeled con-
nection tables to only one.

« Consideration of stereochemistry. The parity or “handedness” — R/S or cis/trans — of
a stereocenter can be obtained by considering the sequence of the Morgan num-
bers of the atoms, similarly to CIP. Then the number of pairwise interchanges is
counted until the numbers are in ascending order (see Section 2.8.5).

However, it should not be concealed that in some cases the Morgan Algorithm has
problems. In some structures the numbering show oscillatory behavior (for an ex-
ample, see Figure 2-44). Moreover, although equivalent atoms obtain the same ex-
tended connectivity value, it cannot always be concluded that atoms with the same
extended connectivity value are equivalent.

2.5.3.1 Tutorial: Morgan Algorithm

Many applications in chemistry, particularly registry and storage systems, require
an unambiguous and unique structure representation. The canonicalization algo-
rithm developed by Morgan in 1965 [79] is a fairly simple process that has experi-
enced many variations and is still used in the Chemical Abstracts Service System
and other databases and programs. Besides providing a unique and invariant num-
bering of the atoms of a structure, the Morgan Algorithm can also distinguish con-
stitutionally equivalent atoms. The process is divided into two stages: a relaxation
process that calculates the extended connectivity, and assignment of sequence
numbers to the atoms.

The Morgan Algorithm is described as follows:

Step 1: Classification of atoms by considering their neighborhood (relaxation process):
In organic structures consisting of C, N, O, H, and halogen atoms, atoms can be
divided into four classes depending on the number of non-hydrogen attachments.
The class number can only take the values 1 to 4 (primary to quaternary C-atom)
corresponding to the degree of the node/atom. The number of hydrogen atoms is
redundant and can be derived from the valence rules.



2 Representation of Chemical Compounds | 61

: number of . / |." \
neighbaors 1/ \1 } |

Figure 2-43. The EC value or the atom classification of each atom, respectively, is calculated by
summing the EC values of the directly connected neighboring atoms of the former sphere
(relaxation process).

In the first iteration process, the class values of the atoms of the structure show
information already known (the degree of the nodes). Hence Morgan takes the
neighboring atoms into account. He considers the environment of an atom by
summing class values of all directly adjacent atoms. This process results in a
new class value called the extended connectivity (EC) value of the atom. The
new EC value expresses indirectly the neighborhood of the adjacent atoms in a sec-
ond sphere (Figure 2-43).

In this simplified example of phenylalanine, in the first iteration the methyl
groups are given a value of 1 in the first classification step because they contain
a primary C-atom. The methylene group obtains a value of 2, and the methine car-
bon atom a value of 3. In the second step, the carbon atom of the methyl group on
the left-hand side obtains an extended connectivity (EC) value of 2 because its
neighboring atom had a value of 2 in the first classification step.

The carbon atoms of the other two methyl groups (on the right-hand side) obtain
an EC value of 3 because they are adjacent to the methine carbon atom. The carbon
atom of the methylene group obtains an EC value of 4 in the second relaxation pro-
cess, as the sum (1 + 3) of the connectivity values of its neighboring atoms in the
first iteration.

The methine carbon atom also obtains an EC value of 4 (=1 + 1 + 2) in the sec-
ond iteration. This process is repeated iteratively until the number of different EC
values (c) is lower than or equal to the number of EC values in the previous itera-
tion. Then the relaxation process is terminated. Next, the EC numbers of the pre-
vious iteration are taken for a canonical numbering and for the determination of
constitutional symmetry (Figure 2-44).

As can be seen, this algorithm additionally identifies constitutionally equivalent
atoms. These are atoms with the same EC value (3) in the final iteration, such as
the two carbon atoms in the ortho positions of the phenyl ring with an EC value of 9
(Figure 2-44).

The general algorithm is:

1. The extended connectivity (EC) value of an atom of the first sphere (1) results
from the number (n) of neighboring atoms (NA) according to Eq. (7):
EC(1) = n - NA(J) (7)

The EC value is calculated for each atom.
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Figure 2-44. The EC values of the atoms of phenylalanine (without hydrogens) are calculated
by considering the class values of the neighboring atoms. After each relaxation process, c,
the number of equivalent classes (different EC values), is determined.

2. When all the EC values of the atoms have been calculated, the number of
equivalent classes (c) for the first sphere is determined. The number of classes
is equivalent to the number of different EC values.

3. In the second and higher sphere(s) the EC value for each atom is calculated by
summing the EC values of the directly connected neighboring atoms of the for-
mer sphere (Eq. (8)):

EC(i) = n - NA(j) )

4. At each sphere the number of equivalence classes (c) is determined.

5. This iteration is continued until the number of equivalent classes is equal to or
smaller than that in the previous iteration.

6. The iteration with the highest number of equivalent classes is taken for the next
step.

Step 2: Assigning unique, invariant sequence numbers to the atoms: The iteration where
the highest number of equivalence classes first appears is taken as the starting
point for the canonicalization. The atom with the highest extended connectivity
value is labeled with the sequence number 1. Thus, the Morgan Algorithm focuses
on the most deeply embedded atom in the structure to start the numbering. The
rest of the structure is numbered from 2 to n, where n reflects the number of
atoms. From the initial atom all the first-neighbor atoms are assigned according
to the magnitude of their extended connectivity value.

In the next step, the neighbor atoms of the second atom (or the current atom
plus 1), which are not yet labeled, are assigned in an equivalent manner. This is
done for all the atoms; arbitrary decisions are made when numbering the equiva-
lent atoms (Figure 2-45).
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Figure 2-45. Canonicalization starts at the atom with the highest EC value (in the example 16),
which gets the number 1. From there, all other atoms are numbered accordmg to their EC values.

1. The atom with the highest EC value obtains sequence number 1 (and is now the
current atom).

2. All the connected neighboring atoms are enumerated 2, 3, 4, etc., according to
their decreasing EC values. If two or more atoms have the same EC value, the
atoms are numbered serially following specific rules: atom types (C before N) or
bond types (single before double), charges, etc.

3. The next highest numbered atom compared with the current atom (in this sec-
ond sphere, atom 2) becomes the current one. All unnumbered atoms attached
to the current atom are numbered serially according to their decreasing EC
values. As in step 2, atoms with equivalent EC values are numbered serially
following the specific rules.

4. This process is continued until all the atoms are canonically enumerated.

Many variations of the Morgan Algorithm were introduced, because of problems
finding the terminating condition of stage 1 (oscillating number of equivalent
classes [80]) or special atoms with isospectral points [81].

2.6
Beyond a Connection Table

2.6.1
Deficiencies in Representing Molecular Structures by a Connection Table

The concept of connection tables, as shown so far, cannot represent adequately
quite a number of molecular structures. Basically, a connection table represents
only a single valence bond structure. Thus, any chemical species that cannot be de-
scribed adequately by a single valence bond (VB) structure with single or multiple
bonds between two atoms is not handled accurately.

Benzene was probably the first compound in chemical history where the valence
bond concept proved to be insufficient. Localizing the z-systems, one comes up
with two equivalent but different representations. The true bonding in benzene
was described as resulting from a resonance between these two representations
(Figure 2-46).

Figure 2-46. < > O
The representation of benzene needs two resonance structures.
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Fe
@ Figure 2-47. The bonding in organometallic complexes (e.g., ferrocene) cannot

be expressed adequately by a connection table.

Ferrocene (Figure 2-47) provides a prime example of multi-haptic bonds, i.e., a
situation where the electrons that coordinate the cyclopentadienyl rings with the
iron atom are contained in molecular orbitals delocalized over the iron atom and
the 10 carbon atoms of the cyclopentadienyl rings [82].

Representation of such a system by a connection table having bonds between the
iron atom and the five carbon atoms of either one of the two cyclopentadienyl rings
is totally inadequate. A few other examples of structures that can no longer be ade-
quately described by a standard connection table are given in the Section 2.6.2.

2.6.2
Representation of Molecular Structures by Electron Systems

2.6.2.1 General Concepts

We describe here a new structure representation which extends the valence bond
concept by new bond types that account for multi-haptic and electron-deficient
bonds. This representation is called Representation Architecture for Molecular
Structures by Electron Systems (RAMSES); it tries to incorporate ideas from Mo-
lecular Orbital (MO) Theory [83].

An essential feature of RAMSES is that, just as in a Hiickel MO approach, the o-
and m-electron systems are separated. Each electron system is then characterized by
the number of centers it extends over and the number of electrons it contains. The
description of o-skeletons thus hardly changes; a o-bond is an electron system ex-
tending over two atoms and comprising two electrons. However, a o-electron sys-
tem may also contain fewer than two electrons, e.g., after ionization of a o-bond in
mass spectrometry. For the z-electrons, the model is no longer confined to two-cen-
ter bonds. A 7-electron system in RAMSES can extend over an arbitrary number of
atoms and comprise up to twice as many electrons as atoms. We show below how
different chemical species are represented by RAMSES and where they exceed the
limits of a connection table.

2.6.2.2 Simple Single and Double Bonds
A single bond (see Figure 2-48) consists of a g-system with two atom centers and
two electrons.

\\C—C/ \\C QDC/
/7N =N

Figure 2-48. Single bonds are stored as o-systems.
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A double bond is represented by two systems: a o-system, as in the case of a sin-
gle bond, and a z-system with two electrons on two atom centers as shown in
Figure 2-49.

2.6.2.3 Conjugation and Aromaticity

Benzene has already been mentioned as a prime example of the inadequacy of a
connection table description, as it cannot adequately be represented by a single va-
lence bond structure. Consequently, whenever some property of an arbitrary mole-
cule is accessed which is influenced by conjugation, the other possible resonance
structures have to be at least generated and weighted. Attempts have already been
made to derive adequate representations of z-electron systems [84, 85].

In the case of 1,3-butadiene, RAMSES combines the two double bonds to form a
single, delocalized z-electron system containing four electrons over all four atoms
(Figure 2-50a). The same concept is applied to benzene. As shown in Figure 2-50b,
the three double bonds of the Kekulé representation form one electron system with
six atoms and six electrons.

4n
NP — A2 O_,
b)

a)
Figure 2-50. Representations of a) 1,3-butadiene and b) benzene, as examples of conjugated
double bonds in RAMSES.

These examples show quite clearly the close relationship between this new struc-
ture representation embedded in RAMSES and MO Theory.

The treatment of conjugated systems in terms of electron systems that extend
smoothly over all atoms allows the treatment of a variety of structural phenomena,
as may be explained with a species that shows hindered rotation and with the nitro
group.

An example of hindered rotation, which is neglected when only the connection
table of a single VB representation is used, is the increased rotational barrier of
amides (Figure 2-51a). When only the most prominent resonance structure is con-
sidered, one could assume a free rotation around the single bond between the
carbon atom of the carbonyl group and the nitrogen atom. This representation
neglects the important zwitterionic resonance structure, where the double bond
is between the carbon and the nitrogen atom. This partial double bond character
is responsible for the increased rotational barrier in amides which results in cis-
and trans-isomers.

With RAMSES, the conjugation between the C=0 z-system and the lone pair of
the nitrogen atom in the amide group is taken into account (see Figure 2-51b).

65
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Figure 2-51. a) The rotational barrier in amides can only be explained by VB representation using
two resonance structures. b) RAMSES accounts for the (albeit partial) conjugation between the
carbonyl double bond and the lone pair on the nitrogen atom.

Sometimes RAMSES does not even need a charged structure when a VB repre-
sentation cannot work without it. An example is the nitro group, as shown in
Figure 2-52. Nitro groups are represented in a CT either by a single zwitterionic
resonance structure or by a structure treating the nitrogen atom as pentavalent
(see Figure 2-52b) (this structure violates the valence rules!). A correct representa-
tion of the nitro group, reflecting the symmetry in this group, needs two resonance
structures (see Figure 2-52a). The RAMSES notation, however, nicely reflects the
symmetry of the nitro group and does not have to put charges on any one of
the three atoms (Figure 2-52c).

© © = An =
0®_ 0 0®_0 Os O \OxZ2£0/
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Figure 2-52. a) Two semipolar resonance structures are needed in a correct VB representation of
the nitro group. b) Representation of a nitro group by a structure having a pentavalent nitrogen
atom. c) The RAMSES notation of a nitro group needs no charged resonance structures. One
7-system contains four electrons on three atoms.

2.6.2.4 Orthogonality of #-Systems

Diphenylacteylene (tolane, shown in Figure 2-53) exists as two rotamers. In a VB
representation, they cannot be distinguished without resorting to additional in-
formation, such as 3D coordinates. Using RAMSES, however, the two rotamers
are distinguished by their different states of conjugation (Figure 2-54).

o0 O—0

a) b)
Figure 2-53. Tolane rotamers: a) one with the two aromatic rings in the same plane, and b) one
with the two rings perpendicular to each other.
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Figure 2-54. Using RAMSES, the two rotamers of tolane can be distinguished: the planar rotamer
is shown on the left-hand side, and the rotamer with the ring planes perpendicular to each other
is on the right.

As the usual variant of a connection table description is not affected very much
by the location of free electrons in orbitals — though it is very strict about the lo-
calization of valence electrons to either bonds or atoms — discrimination between
singlet and triplet carbenes (as shown in Figure 2-55) is not possible. As a con-
sequence, the different reactivities of these two species cannot be accounted for.

With the concept of electron systems, the discrimination between singlet and tri-
plet carbenes becomes straightforward. In both cases, the carbon atom has two
z-systems. In the case of a singlet carbene, one of the z-systems is filled with
two electrons and the other one is empty, whereas in the case of a triplet carbene,
both z-systems house one electron (see Figure 2-55).

NY) NYj

Plele Pt

Figure 2-55. Singlet and triplet carbenes are easily
distinguished in RAMSES notation. a) b)

2.6.2.5 Non-bonding Orbitals

The representation of non-bonding orbitals on an atom again uses the concept of
z-systems, though they may have any kind of hybridization (p, sp’, etc.). In
Figure 2-56 the three possibilities are shown: lone pairs, radicals, and orbitals with-
out electrons can be accommodated by this concept.

Figure 2-56. Lone pairs, radicals, and orbitals without ? @ @
electrons are represented by a z-system with two, one, or /N\ /C\ /B\
zero electrons on the corresponding atom, respectively. | | |

2.6.2.6 Charged Species and Radicals

Charged species are not a special case in RAMSES. As can be seen from
Figure 2-57, m-electron systems can accommodate any number of electrons be-
tween zero and two times the number of atoms involved.

@ . Q

Figure 2-57. Charged species and radicals are PN P P
represented as z-systems. 2 “an “an
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2.6 Beyond a Connection Table

2.6.2.7 lonized States

Enol ethers (Figure 2-58a) have two electron pairs on the oxygen atom in two
different orbitals, one delocalized across the two carbon atoms, the other strictly
localized on the oxygen atom (Figure 2-58b). Ionization from either of these two
orbitals is associated with two quite different ionization potentials, a situation
that cannot be handled by the present connection tables.

o)
\ O R
c=c(_

O-R A20-rR P 7
C=C;' NEGET AT
/ AN %‘

\ EO0R
Cc=Cc @
a) b) AN
Figure 2-58. a) Enol ethers have two different ionization potentials, depending on b) the orbitals
concerned.

The species produced through ionization of an electron from a o-orbital (such as
from a C-H or a C-C bond of an alkane in mass spectrometry) cannot be repre-
sented at all by a connection table, yet the RAMSES notation can account for it
as shown in Figure 2-59.

® ®
c-c > cic c@c 2> ca@be
a) b)

Figure 2-59. Singly occupied o-systems are highly reactive intermediates that occur in MS
experiments. They cannot be handled adequately by a) a connection table description, but are
easily accommodated by b) RAMSES.

2.6.2.8 Electron-Deficient Compounds

Boranes are typical species with electron-deficient bonds, where a chemical bond
has more centers than electrons. The smallest molecule showing this property is
diborane. Each of the two B-H-B bonds (shown in Figure 2-60a) contains only
two electrons, while the molecular orbital extends over three atoms. A correct re-
presentation has to represent the delocalization of the two electrons over three
atom centers as shown in Figure 2-60b. Figure 2-60c shows another type of elec-
tron-deficient bond. In boron cage compounds, boron-boron bonds share their
electron pair with the unoccupied atom orbital of a third boron atom [86]. These
types of bonds cannot be accommodated in a single VB model of two-electron/
two-centered bonds.
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H
H. H_ H H H B B
'8, 8! 5 Zp! g N
H “H H H’ “H
B
a) b) c)

Figure 2-60. Some examples of electron-deficient bonds: a) diborane featuring B-H-B bonds;
b) diborane in a tentative RAMSES representation; c) the orbital in a B-B-B bond (which occurs
in boron cage compounds).

2.6.2.9 Organometallic Compounds

Many organometallic structures have chemical bonds that involve more than two
atom centers. This constitutes a major problem for all chemoinformatic systems
that do not confine themselves to 3D coordinates.

The ideas presented above on the representation of bonding in molecular struc-
tures by electron systems can be extended to the different types of bonding in or-
ganometallic complexes. Such a system has not yet been fully elaborated but the
scheme is illustrated with one example, the case of multi-haptic bonds.

Ferrocene (Figure 2-61la) has already been mentioned as a prime example of
multi-haptic bonds, i.e., the electrons that coordinate the cyclopentadienyl rings
with the iron atom are contained in a molecular orbital delocalized over all 11
atom centers [81], for which representation by a connection table having bonds be-
tween the iron atom and the five carbon atoms of either cyclopentadienyl ring is
totally inadequate.

As a case in point, a search for the smallest set of smallest rings (SSSR) will find
10 three-membered rings in ferrocene thus represented, and will miss the two five-
membered rings. A new representation has to account for all the electrons on the
iron (Figure 2-61b).

Figure 2-61. a) The bonding in organometallic complexes

e

(e.g., ferrocene) cannot be expressed adequately by a connection ke
table. b) A new representation has to account for all the valence s
electrons of iron. @

2.6.3
Generation of RAMSES from a VB Representation

RAMSES is usually generated from molecular structures in a VB representation.
The details of the connection table (localized charges, lone pairs, and bond orders)
are kept within the model and are accessible for further processes. Bond orders are
stored with the o-systems, while the number of free electrons is stored with the
atoms. Upon modification of a molecule (e.g., in systems dealing with reactions),
the VB representation has to be generated in an adapted form from the RAMSES
notation.
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2.7 Special Notations of Chemical Structures

Conversion in both directions needs heuristic information about conjugation. It
would therefore be more sensible to input molecules directly into the RAMSES
notation. Ultimately, we hope that the chemist’s perception of bonding will
abandon the connection table representation of a single VB structure and switch
to one accounting for the problems addressed in this section in a manner such
as that laid down in the RAMSES model.

2.7
Special Notations of Chemical Structures

Over and beyond the representations of chemical structures presented so far, there
are others for specific applications. Some of the representations discussed in this
section, e.g., fragment coding or hash coding, can also be seen as structure descrip-
tors, but this is a more philosophical question. Structure descriptors are introduced
in Chapter 8.

2.7.1
Markush Structures

Markush structures are mainly used in patents, for protecting compounds related
to an invention. The first generic claim, submitted by Markush, was granted in
1924 by the US Patent Office [87-90].

The Markush structure diagram is a specific type of representation of a series of
chemical compounds. This diagram can describe not only a specific molecule but
also various compound families, which is why it is also called a generic structure
diagram. Markush structures have a fixed core, the body, and variable parts that,
again, can contain variable parts such as frequency variation. The substituents at
different attachment positions can be alternative structure classes (e.g., alkyl or
aryl) or functional groups. In contrast to other representations, the substituents
or the variable parts are displayed as text separately from the diagram. Thus,
one structure diagram can cover immensely large classes of simple or highly com-
plex structures (Figure 2-62).

Nowadays, Markush structures are utilized mainly in patent databases, where
they describe a number of different chemical compounds. (Searching in patent da-
tabases is very important for companies to ascertain whether a new compound is

R R" = H or small alkyl, halogen, OH, COOH

R?=H, CH
NHR? PR

X =H, (CH2)aCHs

Figure 2-62. The substituted phenyl derivative is an example of a typical Markush structure.
Herein, a number of compounds are described in one structure diagram by fill-ins. Phenylalanine
is one of these structures when R' is COOH, R? is H, and X is H.
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already patented or not.) Markush structures are used in the Derwent World Patent
Index, the INPI Merged Markush Service, and the Chemical Abstracts Service
MARPAT.

2.7.2
Fragment Coding

Fragment codes have always played an important role in chemical information
systems [91, 92]. Basically, they are indexing expressions of chemical structures.
Much as a document can be indexed by specified keywords, it is also possible to
index a chemical structure by specific chemical characteristics. Usually, these are
small assemblies of atoms, functional groups, ring systems, etc., which can be spe-
cified beforehand (Figure 2-63). Depending on the system, it is reasonable to de-
fine different fragment codes. In the first information systems the fragments
were identified manually and represented on punched cards.

Fragments:
-OH
=C=0
-COOH
-NH2
-Ph

Figure 2-63. An example of the
possible fragments in phenylalanine.

In contrast to canonical linear notations and connection tables (see Sections 2.3
and 2.4), fragment codes are ambiguous. Several different structures could all pos-
sess an identical fragment code, because the code does not describe how the frag-
ments are interconnected. Moreover, it is not always evident to the user whether all
possible fragments of the structures are at all accessible. Thus, the fragments more
or less characterize a class of molecules; this is also important in generic structures
that arise in chemical patents (see Section 2.7.1)

2.7.2.1 Applications

Today, fragment coding is still quite important in patent databases (see Chapter5,
Section 5.11, e.g., Derwent) where Markush structures are also stored. There, the
fragments can be applied to substructure or other types of searches where the frag-
ments are defined, e.g., on the basis of chemical properties.

2.7.3
Fingerprints

A fingerprint of a chemical structure tries to identify a molecule with some special
characteristics, much in the same way as a human fingerprint identifies a person.
The characteristic property can, for example, be described by the structure or struc-
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tural keys. These keys indicate whether or not a specific substructure or fragment
exists in the molecule. The fragments of chemical structures can be coded in bin-
ary keys. Here, structural fragments are represented as sequences of 0 and 1 (bit
strings), where 0 stands for a fragment which is not present in the structure; other-
wise the bit is 1 when the fragment is present at least once (Figure 2-64). The char-
acteristic sequence of a structure, called its fingerprint, has a typical length of
150-2500 bits. If a fragment library is defined with the same number of fragments
(i-e., the same value of the bit length, e.g., 150), the bits could be correlated 1:1 to
the fragments [93]. However, if a structure contains only a few defined fragments,
then also only a few bits are set.

This ambiguous representation of chemical structures as a string allows a very
efficient similarity search.

Figure 2-64. How an excerpt from a binary

de could ,if only - dc-
foJoJofafo]o]ofofo]tfofo]o]ofofo] :3aiTach:iniize;;glr:ennZIiber:rzy.an =Oare

2.7.3.1 “Hashed Fingerprints”

In this procedure, all bonds in the molecule are traversed, starting at an atom and
proceeding through several (e.g., seven) bond lengths [93]. Thereby, one receives
information about the substructures of the molecule and also about its internal re-
lationships. Each fragment received by this procedure (hashing) is displayed in the
bit string as 1. But due to the algorithm, the fingerprint received in that way may
include collision entries (an asterisk in Figure 2-65). The advantage of the
“normal” fragment-based fingerprint is that no fragments have to be pre-defined.
Thus, a better description of the structure will be received. However, no direct cor-
relation of the bit-entry to a substructure is possible because the fragment library is
excluded.

2.7.4
Hash Codes

Hash coding is an established method in computer science, e.g., in registration
procedures [94, 95]. In chemoinformatics the structure input occurs as a sequence
of characters (names) or numbers (which may also be obtained, e.g., from a con-
nection table (see Section 2.4) by conversion of a structure drawing). Both
names and numbers may be quite large and may not be usable as an address
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NH;
P OH

0

NH; *

A s /1_', ~~-OH _oH

ofo]o[iToTa] oot a]o]o o iT0] 0]

Figure 2-65. This fingerprint was received by hashing, whereas only one part of all the sub-
structures is specified in the illustration. The asterisk indicates the address of a collision in the bit
string, generated by the algorithm.

for the storage of chemical structures. The “hashing” chops or cuts the input into
small pieces to obtain a short, acceptable number within the file length. This con-
tains the information that will be stored (Figure 2-66). This procedure makes it
possible to make the connection between the query and the information, e.g., in
a database, with an extremely high transfer speed.

In more detail, the hash procedure (key transformation) computes a number of
storage addresses from alphabetic, numeric, or alphanumeric keys. The data or the
structures are separated into fragments, which are assigned to an identification
number (ID). However, this ID of the fragments is not directly accessible in the
computer. First, the ID has to be transformed into a pre-set, fixed number of char-
acters (a hash code) by a hash algorithm. This algorithm produces a highly com-
pressed code dependent only on the input information, e.g., molecular weight or
empirical formula. However, this code includes no data information and is only
used as a key to the storage address of the data entry. Thus, a hash code is a unique
number which describes and identifies molecular data structures in chemistry
such as atoms and bonds, or is characteristic of an individual chemical
structure [96].

The ciphered code is indicated with a defined length, i.e., a fixed bit/byte length.
A hash code of 32 bits could have 2** (or 4 294 976 296) possible values, whereas
one of 64 bits could have 2% values. However, due to the fixed length, several di-
verse data entries could assign the same hash code (“address collision”). The prob-
ability of collision rises if the number of input data is increased in relation to the
range of values (bit length). In fact, the limits of hash coding are reached with
about 10 000 compounds with 32 bits and over 100 million with 64 bits, to
avoid collisions in databases [97].
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Input Hashcode File Storage
COOH 1731 :'I' Structure
©/\V/ Hashlng
Aiorlthm Data Entry
Phenylalanine 283 = Phenylalanine
=
address

Figure 2-66. Operation mode of hash coding.

Thus the hash code is not used as a direct way to access data; rather it serves as
an index or key to the filed data entry (Figure 2-66). Since hash coding receives
unique codes by reducing multidimensional data to only one dimension, informa-
tion gets lost. This loss prevents a reconstruction of the complete data from the
hash code.

2.7.41 Applications

Intensive data reduction is an efficient method of managing large datasets. Gener-
ally, hash codes are used within chemical information processes such as molecule
identification and recognition of identical atoms [98].

Evaluation of special notations of chemical structures.

Advantages Disadvantages

Markush structures

« represents compound families « high number of compounds
. widespread in patents « less compact code

- manual in/output
« convertible into other representations

ambiguous
difficult to extract individual compounds

Fragment coding

« characterizes parts of a molecule
« easy classification of compounds
« code is highly compact

ambiguous
not convertible to other representations

Fingerprints

« structural keys identify a molecule
« code is highly compact

- represented in bits

ambiguous
not convertible to other representations
dependent on the fragment library

Hash codes

« identification number a molecule
« code is very highly compact

- represented in bits

- unambiguous and unique

structure information cannot be restored
address collision
not convertible to other representations
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The hash code has specific characteristics and provides numerous possibilities
for use:

Hash codes of molecules which are already pre-computed are suitable for use in
full structure searches in database applications. The compression of the code of a
chemical structure into only one number also makes it possible to compute in
advance the transformation results for a whole catalog. The files can be stored
and kept complete in the core memory during execution of the program, so
that a search can be accomplished within seconds.

Atomic and bond hash codes are helpful in structure manipulation programs,
e.g., in reaction prediction or in synthesis design [99].

28
Representation of Stereochemistry

2.8.1
General Concepts

The earlier sections have only considered the way atoms are bonded to each other
in a molecule (topology) and how this is translated into a computer-readable form.
Chemists define this arrangement of the bonds as the constitution of a molecule.
The example in Figure 2-39, Section 2.5.2.1, shows that molecules with a given em-
pirical formula, e.g., C3HO, can have several different structures, which are called
isomers [100]. Isomeric structures can be divided into constitutional isomers and
stereoisomers (see Figure 2-67).

Constitutional isomers are molecules with different connectivities between the
atoms. Either the structures have different functional groups (these are called
structural isomers), or the same functional group is placed in different positions
(positional isomers).

If compounds have the same topology (constitution) but different topography
(geometry), they are called stereoisomers. The configuration expresses the different
positions of atoms around stereocenters, stereoaxes, and stereoplanes in 3D space,
e.g., chiral structures (enantiomers, diastereomers, atropisomers, helicenes, etc.),
or cis/trans (Z/E) configuration. If it is possible to interconvert stereoisomers by
a rotation around a C-C single bond, they are called conformers.

The next sections describe briefly the nomenclature of configurational isomers,
and how this stereochemistry can be handled by computer.

282
Representation of Configuration Isomers and Molecular Chirality

The stereochemistry is usually expressed in structure diagrams by wedged and
hashed bonds. A wedge indicates that the substituent is in front of a reference
plane and a hashed bond indicates that the substituent is pointing away from
the viewer (behind the reference plane). This projection is applied both to tetrahe-
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Figure 2-68. Different possibilities for the display :
of stereochemistry; the one in the middle is not N NG p———

unambiguous and therefore is not allowed.

dral stereocenters and to stereocenters with a higher coordination number. In ad-
dition, wedged bonds are also used to indicate the spatial arrangement of substitu-
ents at ring systems.

However, care has to be taken to keep this graphical 3D information in
2D structure diagrams unambiguous. Since the reference plane can be chosen ar-
bitrarily, there exist different possible ways of displaying the stereochemistry
(Figure 2-68).

If the tetravalent carbon atom has three different substituents, the molecule is
chiral and it is not possible to superimpose it onto its mirror image. Our feet
are also chiral objects: the right foot is a mirror image of the left one and does
not fit into the left shoe.

An example of a chiral compound is lactic acid. Two different forms of lactic acid
that are mirror images of each other can be defined (Figure 2-69). These two dif-
ferent molecules are called enantiomers. They can be separated, isolated, and char-
acterized experimentally. They are different chemical entities, and some of their
properties are different (e.g., their optical rotation).

Molecular chirality is of extraordinary importance in many different fields be-
cause it often has dramatic consequences in observable molecular properties. For
example, two molecules that are mirror images of each other (enantiomers)
often have different pharmacological activity, odor, environmental impact, chemical
reactivity (when another chiral object is present), or physical properties (e.g.,
CD spectra). Chirality is a major point in drug safety evaluation, and an increasing
percentage of drugs are marketed as single enantiomers. This requires synthesis
methodologies for preparing one enantiomer selectively (enantioselective synth-
esis), as well as analytical methods to separate, quantify, and identify opposite en-
antiomers (e.g., chiral chromatography).

The stereochemical analysis of chiral structures starts with the identification of
stereogenic units [101]. These units consist of an atom or a skeleton with distinct
ligands. By permutation of the ligands, stereoisomeric structures are obtained. The
three basic stereogenic units are a center of chirality (e.g., a chiral tetravalent

|
Figure 2-69. The two enantiomers of lactic acid: HOLC " ~CHy | HEe . .coM

3 +
assignment of R and S configurations to the enantio- gy H\“k'j_'
mers of lactic acid after ranking the four ligands

attached to the chiral center according to the CIP rules CH QEH
(OH > CO,H > Me > H). R} - lactic acid 15) - lactic acid

o
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Figure 2-70. Examples of chiral molecules with different types of stereogenic units.

carbon atom as in Figure 2-70a), a plane of chirality (e.g., a substituted paracyclo-
phane as in Figure 2-70d), and an axis of chirality (e.g., a chiral binaphthyl com-
pound as shown as in Figure 2-70c).

Chiral carbon atoms are common, but they are not the only possible centers of
chirality. Other possible chiral tetravalent atoms are Si, Ge, Sn, N, S, and P, while
potential trivalent chiral atoms, in which non-bonding electrons occupy the posi-
tion of the fourth ligand, are N, P, As, Sb, S, Se, and Te. Furthermore, a center
of chirality does not even have to be an atom, as shown in the structure represented
in Figure 2-70b, where the center of chirality is at the center of the achiral skeleton
of adamantane.

In chemoinformatics, chirality is taken into account by many structural repre-
sentation schemes, in order that a specific enantiomer can be unambiguously spe-
cified. A challenging task is the automatic detection of chirality in a molecular
structure, which was solved for the case of chiral atoms, but not for chirality arising
from other stereogenic units. Beyond labeling, quantitative descriptors of molecu-
lar chirality are required for the prediction of chiral properties (such as biological
activity or enantioselectivity in chemical reactions) from the molecular structure.
These descriptors, and how chemoinformatics can be used to automatically detect,
specify, and represent molecular chirality, are described in more detail in Chapter 8.

2.8.2.1 Detection and Specification of Chirality

To assign the stereochemistry of an atom (molecule) unambiguously, we need a
system that defines the chirality. Cahn, Ingold, and Prelog proposed such a system
in the 1950s [102] and the rules (CIP rules) stand as the official way to specify the
chirality of molecular structures [101-104]. The CIP rules are also in themselves a
strategy for detecting chirality or, more precisely, for detecting whether two ligands
attached to a stereogenic unit are different from each other. It seems a simple task,
and for most cases it is. A simplified version of the rules can be put as follows:

1. Ligands are ranked in order of decreasing atomic number of the atom directly
connected to the stereogenic unit.

2. If the relative order of two ligands cannot thus be decided, it is determined by a
similar comparison of atomic numbers of the next atoms in the ligands, or, if
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this fails, of the next: “so one works outward, always first towards atoms of
higher atomic number, where there is any choice, until a decision is
obtained [101].”

3. If two atoms have the same atomic number but different mass number, the
atom with higher mass number comes first.

4. Double and triple bonds are counted as if they were split into two or three
single bonds, respectively.

Once the four ligands around a center of chirality have been ranked, the R or S
configuration can be determined. First, you rotate the molecule so that the
group of lowest priority is pointing directly away from you. For the other
three groups, you determine the direction of high to low priority. If the direction
is clockwise, the configuration is R (for rectus = right). If the direction is anti-
clockwise, the configuration is S (for sinister = left). By using this approach, one
can easily assign the absolute configuration R to the structure in Figure 2-69
(left-hand side). However, the establishment of rules for the distinction of any
two different ligands was a highly challenging task, and sophisticated rules were
required.

Early implementations of the CIP rules for computer detection and specification
of chirality were described for the LHASA [105], CHIRON [106], and CACTVS [107]
software packages. Recently, several commercial molecular editors and visualizers
(e.g., CambridgeSoft’s ChemOffice, ACD’s I-Lab, Accelrys’ WebLab, and MDL’s
AutoNom) have also implemented the CIP rules.

Other methods have been proposed for detecting chiral carbon atoms which do
not rely on the CIP system, and which have been more convenient for some spe-
cific applications [108].

2.8.3
Ordered Lists

An ordered list is one method of determining the configuration at a tetrahedral
carbon atom by computational methods. The four ligands (A-D) can be arranged
at the stereocenter according to their priority (1-4) in 4! (i.e., in 24) ways. The re-
sulting 24 permutations of different priorities of the ligands are listed in
Figure 2-71. For example, the ligands at the chiral carbon atom have the priority
D > A > C > B in line 5 on the left-hand side of Figure 2-71, which corresponds
to2431.

These 24 arrangements can be grouped into two classes because of the symmetry
of a tetrahedron. Interchanging ligands, starting with the arbitrary initial priority
1 2 3 4, leads to the other class when only one permutation of two ligands is
made, whereas two permutations give an isomer of the same class. For example,
transposing 1 and 2 in 1 2 3 4 leads to 2 1 3 4, an isomer from the list on the
right-hand side, whereas a double transposition of the ligands in 1 2 3 4 (e.g.,
1, 2 and 3, 4) leads to 2 1 4 3, an isomer of the original ordered list on the left-
hand side. According to the classification into clockwise and anti-clockwise, the
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ABCD ABCD
1324
A 1432

1243
<y 2134
BD 2413

2341 Figure 2-71. The ordered list of 24 priority

gl f ; gﬁ ;? sequences of the ligands A-D around a tetra-
9241 1142 hedral stereocenter. The permutations can be
4132 4123 separated into two classes, according to the CIP
4213 4312 rules: the R stereoisomer is on the right-hand
4321 4231 side, and the S stereoisomer on the left.

two classes correspond to the R (list on the right-hand side) and S (list on the left-
hand side) notations of a stereocenter.

But how does the computer know the ranking of the priorities of the ligands?
One method considers the atomic number of the neighboring atoms used in the
CIP rules. Another, introduced by Petrarca, Lynch, and Rush (PLR), allocates the
priorities to the ligands A-D following the unique numbering by the Morgan Al-
gorithm (see Section 2.5.3) [109]. Since there is not a direct correspondence be-
tween the CIP and PLR priorities, the different stereoisomers were denoted by
PLR as Yand X.

A similar approach can be applied for treating the stereochemistry at double
bonds.

2.8.4
Rotational Lists

Description by rotational lists was introduced by Cook and Rohde [110] in the spe-
cification of the Standard Molecular Data (SMD) format [111]. In this stereochemi-
cal approach, the basic geometrical arrangements around a stereocenter are de-
fined in a list (e.g., square, tetrahedron, etc.). The atoms in these stereoelements
are also labeled with numbers in a pre-defined way (Figure 2-72).

Thus, each stereochemical structure can be described and recognized with this
rotational list if the structure is designated, e.g., in the “STEREO” block of the
SMD format. The compact and extensible representation of the rotational list
can include additional information, such as the name specification of the geometry
or whether the configuration is absolute, relative, or racemic (Figure 2-73).

-\ / 3
4—3 At .- 3
3 \\é’/ 1/
square tetrahedron octahedron anti rectangle

Figure 2-72. A selection of stereochemical arrangements in a rotational list.
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>STEREC ABSOLUTE

]JTETRAHEDRON
Figure 2-73. The “stereo part” (right) 3412
of a tetrahedral C-atom included in the JEND

>END

connection table of an SMD file.

2.8.5
Permutation Descriptors

It has already been mentioned that most stereodescriptors occur in pairs, e.g., R
and S, cis and trans, etc. This is true as long as a molecule contains only atoms
with a maximum coordination number of four. A situation with pairwise descrip-
tors can be handled in the computer by a bit, as 0 or 1. In a mathematical treat-
ment, the sign of the permutation group, consisting of + 1 / -1, can be used instead
of the 0 and 1 in computer science. If the coordination number of an atom is
higher than four, the sign of the permutation group is no longer sufficient.

In order to handle the stereochemistry by permutation groups, the molecule is
separated at each stereocenter into a skeleton and its ligands (Figure 2-74).

Both the skeleton and the ligands are then numbered independently. The num-
bering of the skeleton can be arbitrary, but once it has been decided it has to be
retained, whatever geometric operations such as rotation or reflection are per-
formed with the molecule. The numbering of the ligands has to be based on
rules such as the CIP rules. In the following, we indicate the indices of the skeleton
by italic numbers and the numbering of the ligands by bold numbers (see Figure
2-74). A reference stereoisomer is then defined when the ligand with index 1 is on
skeleton site 1, the ligand with index 2 on skeleton site 2, etc. This reference iso-
mer is shown in Figure 2.74 on the right-hand side; it obtains the descriptor (+1).
By comparing a stereoisomer with the reference isomer, the permutation descrip-
tor can be calculated. This is shown in Figure 2-75 for a reflection operation at the
reference isomer, an inversion of the stereocenter. For the resulting stereoisomer, a
simple transposition of two ligand indices has to be made in order to bring it into
correspondence with the reference isomer. Thus, the stereoisomer resulting from a
reflection operation obtains the descriptor (=1)! = (-1). More details on the treat-

Br

)\"'H -
cl F

skeleton ligands

Figure 2-74. Basic stages for describing a stereoisomer by a permutation descriptor. At the
stereocenter, the molecule is separated into the skeleton and its ligands. Both are then numbered
independently, with the indices of the skeleton in italics, the indices of the ligands in bold.
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71 Br Br 171
)\4 /K reflection )\ )\3
2 4 coiH o F 2 Ry
5 3 Cl F Cl H 2 34

3
[1 23 4] permutation descriptor (3 4)[1 24 3J
1234 ¢ 1234
-1
(+1) =1
Figure 2-75. Determination of a permutation descriptor of a stereoisomer after reflection at the
stereocenter

ment of the stereochemistry of molecules by permutation group theory can be
found in Section 2.8.7.

2.8.6
Stereochemistry in Molfile and SMILES

The basic idea of specifying the priority of the atoms around a stereocenter in order
to obtain a stereodescriptor is also incorporated into the most widespread structure
representations, the Molfile and SMILES (see Sections 2.3.3, and 2.4.6).

In both encodings, stereoisomerism is discussed with an example of chirality
and cis/trans isomerism.

2.8.6.1 Stereochemistry in the Molfile

A molecule editor can draw a chemical structure and save it, for example as a Mol-
file. Although it is possible to include stereochemical properties in the drawing as
wedges and hashed bonds, or even to assign a stereocenter/stereogroup with its
identifiers (R/S or E/Z), the connection table of the Molfile only represents the con-
stitution (topology) of the molecule.

The additional stereoinformation has to be derived from the graphical represen-
tation and encoded into stereodescriptors, as described above. The stereodescrip-
tors are then stored in corresponding fields of the connection table (Figure
2-76) [50, 51J.

The stereochemical descriptor that is entered into a Molfile is based on the or-
dered list of PLR. Wipke and Dyott further developed this concept in the SEMA
(Stereochemically Extended Morgan Algorithm) name project in the early
1970s [112]. The name already indicates that the atoms around the stereocenter
are numbered according to the Morgan Algorithm. Then, with knowledge of the
priority of the ligands and their ordering in the PLR list, the stereodescriptor
can be determined. Since the stereochemistry cannot always be determined or is
sometimes unknown, the descriptor has to hold more than the two values for R
and S. This problem was solved with the “parity value”. This value can be calcu-
lated by comparing the parity value and the ordered list. Here, indices of the
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Figure 2-76. A typical 2D Molfile of (2R,3E,5E)-2-hydroxy-3,5-heptadiene nitrile with stereo-
chemical flags (parity values, etc.) in the gray columns. For further explanation, see the text.

atoms obtained from of the Morgan Algorithm are interchanged until they are in
ascending order. For assigning the parity value, the number of permutations is es-
sential. If the number is odd, the parity value is 1; it is 2 if the number is even.
Additionally, the parity value can be 0 if no stereochemistry at the stereocenter is
defined, and 3 if the configuration is not known.

In our example in Figure 2-76, the stereocenter at atom 6 (row 6, column 7 in
the atom block) has a parity value of 1. This results from an odd number of per-
mutations to bring the Morgan numbers into an ascending order. Thus, first of
all, the arbitrary numbering of the atoms has to be canonicalized by the Morgan
Algorithm (Figure 2-77a). Then, the Morgan numbers of the atoms next to the
stereocenter are listed, starting with the lowest number (Figure 2-77b, first line).
The other three Morgan numbers follow in a clockwise manner when viewed look-
ing down the bond from the first. Now, the permutation succeeds as long as the
numbers are in an ascending order. In our example, the numbers have to be ex-
changed only once (3 to 4), thus, the parity value corresponds to the R-isomer
(Figure 2-77b).

Similarly the “stereobonds” can be defined and added to the bond list in the
fourth column of the CT. A single bond acquires the value of 0 if it is not a
“stereobond”, 1 for up (a wedged bond), 4 for either up or down, and 6 for
down (a hashed bond). The cis/trans or E/Z configuration of a double bond is de-
termined Dby the x,yz coordinates of the atom block if the value is 0. If it is 3, the
double bond is either cis or trans. In the bond block of our example (Figure 2-76),
the stereocenter is set to 1 (up) at atom 6 (row 6, column 4 in the bond block),
whereas the configurations of the double bonds are determined by the x,y coordi-
nates of the atom block.
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a) 3 5 7 sH OH
6 P
2 7 4/ Morgan Z 274
— 3
1 8¢ Algorithm o
i I
oN
b) start with Morgan No.: 2435
permutation (37 4): 2345
result: odd (i.e. parity = 1)

Figure 2-77. Determination of parity value. a) First the structure is canonicalized. Only the
Morgan numbers at the stereocenter are displayed here. b) The listing starts with the Morgan
numbers of the atoms next to the stereocenter (1), according to certain rules. Then the parity
value is determined by counting the number of permutations (odd = 1, even = 2).

2.8.6.2 Stereochemistry in SMILES
Stereochemistry can also be expressed in the SMILES notation [113]. Depending
on the clockwise or anti-clockwise ordering of the atoms, the stereocenter is speci-
fied in the SMILES code with @ or @@, respectively (Figure 2-78). The atoms
around this stereocenter are then assigned by the sequence of the atom symbols
following the identifier @ or @@. This means that, reading the SMILES code
from the left, the three atoms behind the identifiers (@ or @@) describe the
stereochemistry of the stereocenter. The sequence of these three atoms is depen-
dent only on the order of writing, and independent of the priorities of the atoms.
Stereoisomerism at double bonds is indicated in SMILES by “/” and “\”. The
characters specify the relative direction of the connected atoms at a double bond
and act as a frame. The characters frame the atoms of a double bond in a parallel
or an opposite direction. It is therefore only reasonable to use them on both sides
(Figure 2-78). There are other valid representations of cis/trans isomers, because
the characters can be written in different ways. Further details are listed in
Section 2.3.3, in the Handbook or in Ref. [22].

NS OH
(\/\f SMILES: C/C=C\C=\{C@@H](O)C#N
CN

Figure 2-78. The stereochemistry of (2R,3E,5E)-2-hydroxy-3,5-heptadiene nitrile can be expressed
in the SMILES notation with @ or (back)slashes.
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2.8.7
Tutorial: Handling of Stereochemistry by Permutation Groups

The preceding section gave a brief introduction to the handling of the stereochem-

istry of molecules by permutation group descriptors. Here we discuss this topic in

more detail. The treatment is largely based on ideas introduced in Ref. [100].
The essential steps for the definition of a permutation descriptor are:

1. First, both the skeleton and the ligands at a stereocenter have to be numbered
independently of each other. The sites of the skeleton can be numbered arbitra-
rily but then this numbering has to remain fixed all the time in any further op-
erations. The atoms directly bonded to the stereocenter have to be numbered
according to rules such as the CIP rules or the Morgan Algorithm (Figure 2-79).

During all the operations the numbering of the skeleton must not be changed!

2. After the skeleton and the ligands have been numbered, a permutation matrix —
a mapping of the ligands onto the skeleton sites — is set up. This simple math-
ematical representation allows the comparison of the sites of the skeleton and
the sequence of the ligands. Each ligand is positioned in the first line according
to its place on the skeleton in the second line (Figure 2-80). If the ligand with
index 1 sits on skeleton site 1, the ligand with index 2 is on skeleton site 2, etc.,
we have the reference isomer. The permutation matrix of this reference mole-
cule obtains the descriptor (+1).

Br

)\"'H -
cl F

skeleton ligands

Figure 2-79. Basic steps for describing a stereoisomer by a permutation descriptor: at the
stereocenter, the molecule is separated into the skeleton and its ligands. Both are then numbered
independently, with the indices of the skeleton in italics, the indices of the ligands in bold.

[1 234 [indices of the ligands
1234) \indices of the skelaton sites

ALY
Figure 2-80. The permutation matrix of the reference isomer: the second line gives the indices of
the sites of the skeleton and the first line the indices of the ligands (e.g., the ligand with index 3
is on skeleton site 3).
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2.8.7.1 Stereochemistry at Tetrahedral Carbon Atoms

2.8.7.1.1 Determination of the Permutation Descriptor after Rotation of the Molecule
In order to determine the permutation stereodescriptor of a stereoisomer, the per-
mutation matrix has to be set up and brought into correspondence with the refer-
ence isomer by permutation of the ligands. Figure 2-81 shows this for the stereo-
isomer that is obtained from the reference isomer through rotation by 120°.

In the next step, the number of transpositions — the number of interchanges of
two ligands — is determined. This is achieved by changing the indices of two li-
gands until the reference sequence is obtained. In this process, only the inter-
change of two neighboring ligand indices is allowed. Each interchange is written
as a transposition operation on the top left-hand side of the permutation matrix
(the matrix in the center of Figure 2-81).

In the example, we proceed from the right (rotated molecule) to the left (refer-
ence molecule). The first transposition is done with ligands 4 and 2, in order to
obtain the first part of the reference sequence “1 2”. Then, only a permutation
of ligands 3 and 4 has to be done to obtain the reference matrix on the left-hand
side. Thus, in total, we have executed two transpositions (4 2) and (3 4).

The two structures in our example are identical and are rotated by only 120°.
Clearly, rotation of a molecule does not change its stereochemistry. Thus, the
permutation descriptor of both representations should be (+1). On this basis, we
can define an equation where the number of transpositions is correlated with
the permutation descriptors in an exponential term (Eq. (9)).

(_1) number of transpositions

* Pref = Pisomer (9)

Once again, in the case of rotation we have had two transpositions, resulting in a
permutation descriptor of (+1), a result as desired: (-1)* - (+1) = (+1).

Br

rotation by
—_—
120

[1234] - (34)(42)(1243] - (42)[1423]

1234 1234 1234

Figure 2-81. The permutation matrices of two structures that differ through rotation by 120°. The
permutation matrix of the rotated isomer can be brought into correspondence with the permu-
tation matrix of the reference isomer by two interchanges of two ligands (transpositions).
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reflection

1234 (43)(1243
1234 < 1234
Figure 2-82. The permutation matrices of two structures that differ by reflection through the

plane of the drawing. One transposition is necessary to bring these matrices into correspon-
dence.

2.8.7.1.2 Determination of the Reflection Permutation Descriptor
The same reference molecule is now reflected at a plane spanned by the CI, Br, and
C atoms, to give the other enantiomer. In the same manner as previously, we write
down the permutation matrices of the two structures, and then determine the
transpositions (Figure 2-82).

In this case, only one transposition has to be performed, resulting in a permuta-
tion descriptor of (=1). According to Eq. (9): (-1)' - (+1) = (-1).

2.8.7.1.3 Example
Two steroids with the same constitution should be checked to see if they are stereo-
isomers (Eq. (10).

identical?
> (10)

O O

The determination of their permutation descriptors follows the procedure de-
scribed above. To assign numbers to the “ligands” of the stereocenter, the Morgan
Algorithm can be used. For simplification, the Morgan numbering of the “ligands”
is transferred to the numbers 1 to 4 according to the numbering of the skeleton
(Figure 2-83, first two lines). Then the number of transpositions is determined,
using one of the steroids (the left-hand one) as the reference isomer
(Figure 2-83, bottom line).

The permutation descriptor is (-1) according to Eq. (9) and therefore the two
molecules are enantiomers.
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ligand

mapping
21
32 0] 2
43
534

1234 1234 1234 1234

Figure 2-83. Example of the process to decide whether two structures are enantiomers by
determining the permutation descriptor.

[1234] <_(23)(1 3)(1 2)[1324] L3 2)(312 4} (_(1 2){3214]

2.8.7.2 Stereochemistry at Double Bonds

The basic method for determining stereodescriptors at double bonds is quite simi-
lar to that used for tetrahedral C-atoms. Again, the permutation matrix has to be
set up and brought into correspondence with a reference isomer. To this end,
the double bond is first separated into two monocentric units before the skeletons
and the ligands of both parts are numbered (Figure 2-84).

Ra RC a C
\ 7/ "\ a

ce=c! — cf ce—C!

\ - \

Rt/ Rd Rt/ Rd
y 2

e/
3

[

SN

1
3

Figure 2-84. Basic steps for describing the stereochemistry at a double bond by a permutation
descriptor: The double bond is split into two parts. These parts are separated into the skeleton
and its ligands. Both are then numbered independently, with the indices of the skeletons in italics,
the indices of the ligands in bold.
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b-a
—

2 (123 |
2

Figure 2-85. The permutation matrix of the reference 3 K23,
isomer for double bonds. 3

One of the segments represents the reference isomer, and the permutation
matrix of this one gets the descriptor (+1) (Figure 2-85).

2.8.7.2.1 Determination of the Permutation Descriptor of a cis Stereoisomer

The sequence of steps is as described above: numbering of the skeletons and the
ligands, establishing the mapping of the ligands onto the skeleton sites, and deter-
mining the number of transpositions. Each part of the fragment obtains a descrip-
tor of its own according to Eq. (9) (Figure 2-86).

C cl K 2,4
__ 2 2
> ) 7
H H 375 2
123 (12)(213
mapping: 123 123
descriptor: (+1) Q)

Figure 2-86. The permutation matrices of the fragments of a cis isomer. One transposition is
necessary to bring these matrices into correspondence. The overall descriptor is obtained from
those of the two separate units by multiplication: (+1)(-1) = (-1).

However, the descriptors cannot be considered independently as there is no free
rotation around the double bond. In order to take account of this rigidity, the de-
scriptors of the two units have to be multiplied to fix a descriptor of the complete
stereoisomer.

2.8.7.2.2 Determination of the Permutation Descriptor of a trans Stereoisomer
The same reference unit of Figure 2-86 is also used here for the determination of
the permutation descriptor of the trans isomer. In the same manner as above, we
write down the permutation matrices of the two structures, and then determine the
transpositions (Figure 2-87).

In this case, two transpositions have to be performed, resulting in a permutation
descriptor of (+1) for the right-hand subunit.

The complete descriptor of this isomer is again obtained by multiplication of the
descriptors of the two subunits. In this case, we obtain a value of (+ 1), the opposite
of the value for the cis isomer, as desired.

89
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c H RN 73
—_ 2 2
> 2 I
H cl 37 A
, 123 12)(13)(231
Mapping: [123] aax )[123]
descriptor: (+1) +1

Figure 2-87. The permutation matrices of the fragments of a trans isomer. Two transpositions
are necessary to bring these matrices into correspondence. The overall descriptor is obtained
from those of the two separate units by multiplication: (+1)(+1) = (+1).

Now let us see how the descriptors behave under rotation of the entire molecule.
If the trans isomer used before is rotated by 180° and the descriptors are calculated
again, a value of (-1) is obtained two times (right-hand side, bottom line of
Figure 2-88).

However, as the descriptor of the entire stereoisomer is obtained by multiplication
of the individual descriptors, again a value of (+ 1) is obtained. Thus, as desired, the
stereocenter of a double bond does not change through rotation of a molecule.

C H H Cl
_ rotation : :
—_— —
180
H Cl Cl H
W %3 13 21
N - ||z / 2| 2
/ 2 1 \ 2 1
3 3 1 3
3 1 3 3

123
123

(12)(1 3)[2 31

123

(23)(13)(1 2)[3 2 1} @ 2)[2 13]

123 123

1 (1)

1)

-1

Figure 2-88. The permutation matrices of the fragments of the rotated trans isomers. The rotated
structure (right-hand side) has two descriptors of (-1) whereas the initial structure (left-hand
side) had two values of (+1). The overall descriptor of both sides is obtained by multiplication:
+#1)(+1) = (+1) and (-1)(-1) = (+1).
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29
Representation of 3D Structures

2.9.1
Walking through the Hierarchy of Chemical Structure Representation

The previous sections have dealt mainly with the representation of chemical struc-
tures as flat, two-dimensional, or topological objects resulting in a structure dia-
gram. The next step is the introduction of stereochemistry (see Section 2.8), leading
to the term “configuration” of a molecule. The configuration of a molecule defines
the positions, among all those that are possible, in which the atoms in the molecule
are arranged relative to each other, unless the various arrangements lead to distin-
guishable and isolable stereoisomeric compounds of one and the same molecule. A
major characteristic of stereoisomeric compounds is that they have the same consti-
tution, but are only interconvertible by breaking and forming new bonds.

To code the configuration of a molecule various methods are described in
Section 2.8. In particular, the use of wedge symbols clearly demonstrates the
value added if stereodescriptors are included in the chemical structure informa-
tion. The inclusion of stereochemical information gives a more realistic view of
the actual spatial arrangement of the atoms of the molecule under consideration,
and can therefore be regarded as “between” the 2D (topological) and the
3D representation of a chemical structure.

Clearly, the next step is the handling of a molecule as a real object with a spatial
extension in 3D space. Quite often this is also a mandatory step, because in most
cases the 3D structure of a molecule is closely related to a large variety of physical,
chemical, and biological properties. In addition, the fundamental importance of an
unambiguous definition of stereochemistry becomes obvious, if the 3D structure of
a molecule needs to be derived from its chemical graph. The molecules of stereo-
isomeric compounds differ in their spatial features and often exhibit quite different
properties. Therefore, stereochemical information should always be taken into ac-
count if chiral atom centers are present in a chemical structure.

The actual 3D geometry of a molecule is called its conformation. In contrast to
configurational isomers, conformational isomers can be interconverted simply by
rotation around rotatable bonds. Furthermore, most molecules can adopt more
than one conformation of nearly equal energy content. Each of these geometries
corresponds to one of the various minima of the potential energy function of
the molecule, a high-dimensional mathematical expression which correlates the
geometric parameters of a chemical structure with its energy content. Which of
these conformations is the preferred one is heavily influenced by the interactions
of the molecule with its current environment. Significantly different conformations
can be observed for one and the same molecule if it is, e.g., isolated in the gas
phase, influenced by solvent effects in solution, about to take part in a chemical
reaction, or part of a crystal lattice in the solid state.

Before we go into further detail on the handling of chemical structures in
3D space from the chemoinformatics point of view, it should be noted that there
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Figure 2-89. From the constitution to the configuration and then to the conformatio
of a molecule with the example of 2R-benzylsuccinate.

(3D structure)

is a clear hierarchy in the representation of chemical compounds. Starting from
the constitution of a molecule, the provision of stereochemical information leads
to the configuration, a more precise description of a molecule, which can then be
translated into the corresponding 3D structure, i.e., a single conformation of the
molecule under consideration, or a set of them (see Figure 2-89).

The representation of molecular surfaces, including the display of molecular sur-
face properties, can be regarded as the next level of this hierarchy, but will be ad-
dressed in Sections 2.10 and 2.11 in this volume.

2.9.2
Representation of 3D Structures

Basically, two different methods are commonly used for representing a chemical
structure in 3D space. Both methods utilize different coordinate systems to de-
scribe the spatial arrangement of the atoms of a molecule under consideration.
The most common way is to choose a Cartesian coordinate system, i.e., to code
the x-, y-, and z-coordinates of each atom, usually as floating point numbers. For
each atom the Cartesian coordinates can be listed in a single row, giving consecu-
tively the x-, y-, and z-values. Figure 2-90 illustrates this method for methane.

X v z
cl1 -0.0127 1.0858 0.0080
H1 0.0021 -0.0041 0.0020
H2 1.0099 1.4631 0.0003
H3 -0.539% 1.4469 -0.8751

H4 -0.5229 1.4373 0.9048

Figure 2-90. Cartesian coordinate system and Cartesian coordinates of methane.
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The connectivity information can be given either implicitly by approximating
bonding distances between the atoms, or explicitly by a connection table (bond
list) as shown in Figure 2-20 and 2-25.

It is always advisable to specify the complete connection table in addition to the
3D information. Otherwise, post-processing software has to calculate all the inter-
atomic distances and to estimate which atoms are at a distance which lies within
the range of a certain bond type, considering the atom types, charges, hybridization
states, etc. of the connected atoms. In the case of non-bonding interactions (e.g.,
intramolecular hydrogen bonding), this might lead to difficulties or even misinter-
pretation and therefore to distorted 3D molecular models. Most of the standard file
formats for 3D chemical structure information contain both the 3D atom coordi-
nates and the connection table.

The second method for representing a molecule in 3D space is to use internal
coordinates such as bond lengths, bond angles, and torsion angles. Internal coor-
dinates describe the spatial arrangement of the atoms relative to each other.
Figure 2-91 illustrates this for 1,2-dichloroethane.

The most common way to describe a molecule by its internal coordinates is the
so-called Z-matrix. Figure 2-92 shows the Z-matrix of 1,2-dichloroethane.

A set of rules determines how to set up a Z-matrix properly. Each line in the Z-
matrix represents one atom of the molecule. In the first line, atom 1 is defined as
C1, which is a carbon atom and lies at the origin of the coordinate system. The
second atom, C2, is at a distance of 1.5 A (second column) from atom 1 (third col-
umn) and should always be placed on one of the main axes (the x-axis in
Figure 2-92). The third atom, the chlorine atom Cl3, has to lie in the xy-plane;
it is at a distance of 1.7 A from atom 1, and the angle a between the atoms
3-1-2 is 109° (fourth and fifth columns). The third type of internal coordinate,
the torsion angle or dihedral 7, is introduced in the fourth line of the Z-matrix
in the sixth and seventh column. It is the angle between the planes which are

Figure 2-91. Internal coordinates of 1,2-dichloroethane: bond lengths r1 and r2, bond angle q,
and torsion angle 7.
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Figure 2-92. Z-matrix of 1,2-dichloroethane.

spanned by the atoms 4, 2, and 1, and 2, 1, and 3 (the xy-plane). Except of the first
three atoms, each atom is described by a set of three internal coordinates: a dis-
tance from a previously defined atom, the bond angle formed by the atom with
two previous atoms, and the torsion angle of the atom with three previous
atoms. A total of 3N — 6 internal coordinates, where N is the number of atoms
in the molecule, is required to represent a chemical structure properly in
3D space. The number (3N — 6) of internal coordinates also corresponds to the
number of degrees of freedom of the molecule.

Z-matrices are commonly used as input to quantum mechanical (ab initio and
semi-empirical) calculations as they properly describe the spatial arrangement of
the atoms of a molecule. Note that there is no explicit information on the connec-
tivity present in the Z-matrix, as there is, e.g., in a connection table, but quantum
mechanics derives the bonding and non-bonding intramolecular interactions from
the molecular electronic wavefunction, starting from atomic wavefunctions and a
crude 3D structure. In contrast to that, most of the molecular mechanics packages
require the initial molecular geometry as 3D Cartesian coordinates plus the con-
nection table, as they have to assign appropriate force constants and potentials
to each atom and each bond in order to relax and optimize the molecular structure.
Furthermore, Cartesian coordinates are preferable to internal coordinates if the
spatial situations of ensembles of different molecules have to be compared. Of
course, both representations are interconvertible.

Table 2-6 gives an overview on the most common file formats for chemical struc-
ture information and their respective possibilities of representing or coding the
constitution, the configuration, i.e., the stereochemistry, and the 3D structure or
conformation (see also Sections 2.3 and 2.4). Except for the Z-matrix, all the
other file formats in Table 2-6 which are able to code 3D structure information
are using Cartesian coordinates to represent a compound in 3D space.

293
Obtaining 3D Structures and Why They are Needed

The 3D structure of a molecule can be derived either from experiment or by com-
putational methods. Regardless of the origin of the 3D model of the molecule
under consideration, the user should always be aware of how the data were obtain-
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Table 2-6. Common file formats for representing chemical structures.

File format Representation (coding) of
constitution configuration 3D structure/conformation
MDL SDfile yes yes yes
SMILES yes yes no
SYBYL MOL2 yes not explicitly yes
PDB yes not explicitly yes
XYZ no no yes
Z-matrix no not explicitly yes

ed. As already mentioned, molecules often adopt significantly different geometries,
i.e., conformations, under various conditions, and thus can exhibit different prop-
erties (e.g., the dipole moment). Therefore, the choice of a certain 3D structure
may heavily influence all further investigations based on this geometry.

Experimental methods such as Xray crystallography, electron diffraction,
2D NMR, IR, or microwave spectroscopy observe a molecule under certain physical
and chemical conditions, e.g., in the solid state or in solution. Theoretical ap-
proaches rely on numerical calculations and empirical approaches of various levels
of sophistication depending on the method applied in order to predict or to gener-
ate a 3D molecular model. Therefore, the deployment of machines and computers
has a long tradition in this field of chemoinformatics, automatic 3D structure gen-
eration. The term “automatic 3D structure generators” describes computer pro-
grams which are capable of automatically predicting, without any intervention by
the user, a 3D molecular model starting from the constitution and the stereoche-
mical information of a molecule under consideration (see Figure 2-93). Clearly
there is a need for these methods, as demonstrated by the misbalance between
the approximately 270000 compounds with an experimentally determined
3D structure and the number (about 25 million) of known compounds.

In principle, two different classes of structure generators can be distinguished,
namely empirical approaches, such as fragment-based or rule- and data-based

automatic 3D
structure generator

A
*I‘xﬂﬁ"\}ﬁ
-

topological information three-dimensional
2D representation structure information

Figure 2-93. Automatic 3D structure generation.
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methods, and theoretical methods, such as quantum mechanical (QM) and molec-
ular mechanical (MM) calculations.

Empirical approaches are based on the implicit and explicit knowledge of che-
mists on the rules and principles of the geometry and energy of molecules,
which have been derived from experimental data and theoretical investigations.
The underlying concepts of theoretical (numerical) methods for the construction
of a 3D structure are the identification of equilibria either based on the electronic
structure of the molecule (QM), or force-field driven (MM). Thus, theoretical meth-
ods solve the problem of 3D structure generation ab initio (to a certain extent de-
pending on the applied theory), but need at least a reasonable starting geometry.
Therefore, they cannot be regarded as genuine automatic 3D structure generators
(3D model builders).

But why are 3D structures needed? Part of the answer to this question has
already been given. As mentioned previously, a large variety of physical, chemical,
and biological properties of a molecule are strongly dependent on its 3D structure.
Therefore, studies which try to correlate chemical structures with a certain property
under consideration — so-called QSAR/QSPR studies (Quantitative/Qualitative
Structure—Activity/Property Relationship) — may gain more insight into the
problem under investigation if 3D structural information is used. Modeling and
prediction of biological activity, virtual screening and docking experiments (predic-
tion of receptor/ligand interactions and complexes in biological systems), or inves-
tigations to model the chemical reactivity of a compound clearly require infor-
mation on the 3D structure of the molecules under consideration. In addition,
the results of structure elucidation techniques which are based on experimental
data, such as those obtained from X-ray crystallography, NMR or IR spectra,
depend heavily on the quality of the initial geometries of the molecules during
the structure refinement procedure. Furthermore, quantum mechanical or molec-
ular mechanical calculations need at least a crude 3D molecular model as starting
geometry.

29.4
Automatic 3D Structure Generation

This section describes briefly some of the basic concepts and methods of automatic
3D model builders. However, interested readers are referred to Chapter II,
Section 7.1 in the Handbook, where a more detailed description of the approaches
to automatic 3D structure generation and the developed program systems is given.

Automatic 3D structure generators can be regarded as automatic model building
kits. They are comparable with mechanical molecular model building kits where
the 3D structure is built manually using standard units for atom types, hybridi-
zation states, bond lengths, and bond angles. However, 3D structure generators
build the spatial molecular geometries fully automatically, i.e., without any inter-
action by the user, and not in real space but as a computer model. In general,
there are three different categories of approaches to building 3D molecular models
(see Figure 2-94).
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Figure 2-94. Classification of automatic W
3D structure generators.

Fragment-based methods (also called template-based methods) use an incremental
approach. First, they fragment the input structure implementing certain rules. Sec-
ondly, the entire 3D structure is assembled by linking appropriate predefined
3D structural fragments (3D templates) taken from a library. Although, frag-
ment-based methods make extensive use of 3D structure information, they need
at least a few explicit rules on the fragmentation of input structures, on finding
the best matching analogs in the 3D template library, and on properly combining
the individual templates with the entire 3D structure.

As the name already suggests, rule- and data-based methods use chemical knowl-
edge that was obtained from theoretical investigations and experimental data on
3D structures. The results of these investigations and analyses were transformed
into either explicit rules (e.g., preferred ring geometries) or implicit data (e.g., stan-
dard bond lengths). The rules and the data are implemented in the program sys-
tem as a knowledge base which can be applied directly to the 3D structure genera-
tion process.

As already mentioned, numerical methods are not classified in the category of gen-
uine 3D model builders. Numerical methods such as quantum mechanics (QM) and
molecular mechanics (MM) apply computationally demanding mathematical opti-
mization procedures to derive the 3D structure, and need at least a crude starting geo-
metry (e.g., as a Z-matrix). Although, the distance geometry (DG) approach sug-
gested and developed for 3D structure generation purposes by G. M. Crippen and
T. F. Havel [114] has to be regarded as a numerical method, as it represents a special
modeling technique (see also Chapter II, Section 7.2 in the Handbook). Distance geo-
metry can generate starting coordinates for further optimization and requires less
computation time than quantum or molecular mechanics (QM >> MM > DG).
The most well-known “model builders” based on a distance geometry approach
are DGEOM [115, 116] and the program system MOLGEO [117].

Figure 2-94 already implies that there are no sharp borders between the methods
discussed above. Fragment-based methods need sets of rules on how to split the
input structure into smaller subunits which are available in the 3D library and
rule- and data-driven approaches use small, predefined templates (bond lengths
or allowed ring geometries, at least) to build the spatial molecular model. In addi-
tion, both methods quite often apply simplified numerical optimization methods
in order to refine the geometry of the models generated. It should also be men-
tioned that most of the programs developed in this area utilize the principles of
conformational analysis (see Section 2.9.5) to identify a low-energy conformation
of the molecule under consideration.

fragment-based .
7
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Regardless of which approach is realized, during the development of an auto-
matic 3D structure generator several general problems have to be addressed.
One major problem is the difference in conformational behavior of the cyclic
and the acyclic portions of a molecule. Therefore, most 3D model builders treat
rings and chains separately. Because of the ring closure condition, the number
of degrees of freedom is rather restricted for ring systems compared with the
open-chain portions. This geometrical constraint has to be taken into account in
the 3D structure generation process. A method frequently applied to tackle this
problem is to define allowed ring geometries (ring templates). These templates en-
sure a precise ring closure and can be chosen so that they represent a low-energy
conformation for each ring size (e.g., the chair form of cyclohexane). A quite dif-
ferent situation is encountered for chain structures and substructures. The number
of degrees of freedom, and thus the number of possible conformations, dramati-
cally increase with the number of rotatable bonds. But which of all these conforma-
tions is the preferred one? One approach is to stretch the main chains as much as
possible by setting the torsion angles to trans configurations, unless a cis double
bond is specified (principle of the longest pathways, i.e., stretching the main chains
as long as possible; see Figure 2-95). This method also effectively minimizes non-
bonding interactions. Finally, the complete 3D model, i.e., after the cyclic and acyc-
lic portions have been reassembled, has to be checked for steric crowding or atom
overlap, and a mechanism should be implemented to eliminate such situations.

One of the major applications of automatic 3D structure generators is the 2D-to-
3D conversion of large databases of molecules and compound collections in the
chemical and pharmaceutical industry and in academia. Quite often, these data-
bases, either from in-house or from chemical suppliers, contain millions of struc-
tures and their conversion requires large computational resources. Therefore, dur-
ing the design and the development of a 3D model builder several criteria, such as
robustness, conversion times and rates, processing of large files, and handling of a
broad variety of chemical and structural types, should be taken into account and
carefully addressed.

The program system COBRA [118, 119] can be regarded as a rule- and data-based
approach, but also applies the principles of fragment-based (or template-based)
methods extensively (for a detailed description see Chapter II, Sections 7.1 and
7.2 in the Handbook). COBRA uses a library of predefined, optimized
3D molecular fragments which have been derived from crystal structures and
force-field calculations. Each fragment contains some additional information on

Figure 2-95. The principle of longest pathways
for acyclic fragments and molecules.
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Figure 2-96. Fragmentation of N,N-dimethylbenzamide in COBRA.

the energy content and flexibility. Furthermore, a set of rules determines the frag-
mentation of a 2D input structure (chemical graph), the retrieval of the best match-
ing fragments from the 3D template library, and the combination of the fragments
to the entire molecular geometry in 3D space. In the first step, COBRA fragments
the molecule into smaller subunits (conformational units). Figure 2-96 shows the
fragmention of N,N-dimethylbenzamide. Neighboring fragments always have to
have overlapping atoms.

In the second step, a 3D template taken from the library is assigned to each con-
formational unit. If no 3D template can be found for a specific fragment, the pro-
gram is able to generalize and to search for similar fragments. If more than one
template matches with the same subunit (e.g., different conformations), an inter-
nal symbolic representation of the molecule under consideration and a directed
search technique, the so-called A* algorithm [120], are able to suggest a set of com-
binations of the templates which may lead to low-energy conformations of the en-
tire molecule. Finally, predefined rules on combinations of templates which are
known as unfavorable or impossible (in terms of geometric fit or steric crowding)
are used to rank the remaining suggestions. In addition, in this step COBRA is
able to derive and to store its own rules, i.e., the system is able “to learn” and to
include the self-learned knowledge in the 3D structure generation process. This
outstanding feature of COBRA is achieved by using symbolic logic and by adapting
techniques of artificial intelligence. These rules (predefined and self-learned) are
then used to evaluate which of the different 3D templates found so far may be
combined to build geometrically and chemically reasonable entire 3D models.

In the next step, the suggested models are translated into 3D space by subse-
quently combining the templates. Again, each model is assessed and ranked ac-
cording to various structural criteria, such as the geometric fit of the
3D templates and non-bonding interactions (steric clashes). If none of the solu-
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tions fulfills the criteria according to a preset level, the less criticized 3D model is
used for further refinement, unless an acceptable 3D structure is found.

A major advantage of COBRA is that it uses pre-optimized 3D fragments, and
therefore generates high-quality molecular models. In addition, because of the in-
ternal symbolic representation of molecules, the 3D structure generation process
performs quite fast compared with numerical methods. On the other hand, the re-
sults strongly depend on the 3D templates which are present in the library and
whether appropriate geometries can be assigned to the fragments. Unfortunately,
the development of COBRA was discontinued and the program is not available at
the moment.

A quite well-known 3D structure generator is CORINA [121-124] (for a detailed
description see Chapter II, Sections 7.1 and 7.2 in the Handbook). It was originally
developed to model the influence of the spatial arrangement of the atoms of a mol-
ecule on its reactivity within the reaction prediction program EROS [125, 126] and
matured through a series of versions. Since then, it has found a wide range of ap-
plications, from infrared spectra simulation [127] to drug design [128]. CORINA is
a rule- and data-based program system. The generation of 3D molecular models in
CORINA is based on a set of rules derived from experimental data and theoretical
investigations, such as X-ray crystallography, force-field calculations, and geometric
considerations. In addition, a condensed set of data on bond lengths, bond angles,
and ring geometries is included. The rules and data involved in the build-up pro-
cess have a broad range of validity to ensure that the program is applicable to a
large variety of chemical structures; in fact it covers the entire range of organic
chemistry and a large variety of organometallic compounds. Figure 2-97 shows
the general principles of CORINA.

In the first step, bond lengths and bond angles are assigned to standard values
depending on atom types, the atomic hybridization states, and the bond order of
the atom pair under consideration. Since bond lengths and angles possess only
one rigid minimum, these values are taken from a table parameterized for the en-
tire periodic table. Atoms with up to six neighbors can be handled according to the
Valence Shell Electron Pair Repulsion (VSEPR) model. In addition, stereochemical
information given in the input file is considered. When stereo descriptors are lack-
ing, reasonable assumptions are made.

In the next step, the molecule is fragmented into ring systems and acyclic parts.
Ring systems are then separated into small and medium-sized rings with up to
nine atoms and into large and flexible systems.

For small and medium-sized ring systems consisting of fewer than ten atoms,
the number of reasonable conformations is rather limited. Thus, these systems
are processed by using a table of allowed single-ring conformations (ring tem-
plates). The ring templates are stored as lists of torsional angles for each ring
size and number of unsaturations in the ring, ordered by their conformational
energy.

The number of possible conformations rises dramatically with increasing ring
size. Therefore, large ring systems cannot be handled by the methods applied to
small rings. However, in rigid polymacrocyclic structures for example, an overall
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general outline can often be found, a so-called superstructure. The unsymmetric
superphane molecule in Figure 2-98 shows a prism-like superstructure. This
superstructure retains approximately the shape and symmetry of the complete sys-
tem by reducing the original structure to the number of skeleton macrocycles and

bridgehead atoms (anchor atoms).

The so-called principle of superstructure is implemented in CORINA for generat-
ing a 3D structure for rigid macrocyclic and polymacrocyclic systems. First, the
ring system is reduced to its superstructure, preserving the essential topological
features. As this superstructure contains only small rings, albeit with very long
bonds, the algorithms described for small ring systems can be applied to generate
a 3D model for the superstructure by using long (super-) bonds. Finally, the re-
moved atoms are restored and a complete 3D model of the entire ring system is

obtained.

After generating the entire ring system of the molecule, CORINA uses a reduced
force field to optimize the ring geometries. Two simplifications lead to this so-

Figure 2-98. An unsymmetric superphane
and its superstructure.
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called pseudo-force field. First, ring systems are considered as being quite rigid.
Thus, influences of torsional energies and steric influences of exocyclic substitu-
ents can be neglected. Only the ring skeleton needs to be optimized. Secondly,
the major aim is to optimize geometries and not to calculate energies, i.e., no ac-
tual energy values need to be calculated. These assumptions result in a large reduc-
tion of the energy terms to be calculated, guaranteeing a fast convergence after a
few iterations and short computation times during the optimization process.

For acyclic fragments and molecules, the principle of longest pathways has been
implemented in CORINA (see Figure 2-95); i.e., since no cis configuration is spe-
cified, all torsions are set to anti in order to minimize steric interactions.

After the combination of the 3D fragments of the ring systems and of the acyclic
parts, the complete 3D model is checked for overlap of atoms and for close con-
tacts. If such situations are detected, CORINA performs a reduced conformational
analysis to avoid these interactions (see Figure 2-99): first, a strategic rotatable
bond within the pathway connecting the two interacting atoms is determined, de-
pending on the topological features and double-bond character. Secondly, some
rules of conformational preferences of torsional angles in open-chain portions
are implemented to change the torsional angle of this bond, until the non-bonded
interactions are eliminated.

By default, CORINA generates a single low-energy conformation. It outputs the
3D Cartesian coordinates of the atoms of the converted molecule and supports sev-
eral standard file formats for structure information, such as MDL SDfile (and
RDfile), SYBYL MOL and MOL2, or PDB file format (see also Table 2-6). It per-
forms very fast, robustly, and with high conversion rates. For example, the conver-
sion of the open part of the database of the National Cancer Institute (NCI, Devel-
opmental Therapeutics Program) [129] has been converted into 3D molecular mod-
els. This dataset contains approximately 250 000 structures and was processed by
CORINA (version 2.6) within 2.5 h (0.04 s/molecule) on a Pentium III 1.6 GHz
Linux workstation with a conversion rate of 99.5 % without a program crash or
any intervention. It generates high-quality molecular models and has no limita-
tions concerning the size of the molecule or the size of ring systems. Even large
molecules, such as the fullerene dendrimer shown in Figure 2-100 with 762
non-hydrogen atoms, can be converted simply by starting from the connectivity in-
formation (CPU time: 1.5 min) [130].

A widely used 3D structure generator is CONCORD [131, 132] (for a more de-
tailed description see Chapter II, Section 7.1 in the Handbook). CONCORD is
also a rule- and data-based program system and uses a simplified force field for
geometry optimization. CONCORD converts structures from 2D to 3D fairly fast
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Figure 2-100. CORINA-generated
3D molecular model of a fullerene dendrimer
with 1278 atoms (762 non-hydrogen atoms).

(approximately 0.02 s/molecule on a common UNIX workstation for small and me-
dium-sized molecules), but is restricted to a limited number of elements (H, C, N,
O, F, Si, P, S, Cl, Br, and I) and is able to process only molecules with up to 200
non-hydrogen atoms. In addition, the maximum connectivity (coordination num-
ber) of an atom is four.

2.9.5
Obtaining an Ensemble of Conformations: What is Conformational Analysis?

As mentioned above, most molecules can adopt more than one conformation, or
molecular geometry, simply by rotation around rotatable bonds. Thus, the different
conformations of a molecule can be regarded as different spatial arrangements of
the atoms, but with an identical constitution and configuration. They are intercon-
vertible and mostly they cannot be isolated separately. Figure 2-101 shows a super-
imposition of a set of conformations of 2R-benzylsuccinate (cf. Figure 2-89).

Figure 2-101. Superimposition of a set of conformations of
2R-benzylsuccinate with the benzene ring fixed.
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Each conformation corresponds to a single point on the potential energy surface
of the molecule, which describes the dependence of the energy content on the con-
formational parameters of a certain geometry. Note that the energy content always
depends on all 3N - 6 internal coordinates of a molecule. Therefore, for most mol-
ecules the potential energy surface is a rather high-dimensional function, and it is
sometimes referred to as a hypersurface. For example, the water molecule already
contains three internal coordinates, so the energy is a function of three parameters
and results in a four-dimensional potential surface.

The potential energy surface usually shows one global minimum, which corre-
sponds to the lowest-energy conformation. In addition, various local minima,
i.e., low-energy conformations can be observed. These minimume-energy structures
are separated by so-called rotational barriers. Figure 2-102 illustrates this for the
simple molecule n-butane. To visualize how the potential energy depends on the
different geometries only one conformational parameter, the torsion angle r be-
tween the carbon atoms C2 and C3, is taken into account. Thus, the potential en-
ergy E is regarded as a function of only one variable (E = f{r)) and can be displayed
as a 2D curve (in reality the system is of dimension 37).

For 7 = 0° the terminal methyl groups exhibit the shortest spatial distance,
which maximizes the non-bonded, repulsive interactions (torsion or Pitzer strain)
between the groups. Thus, the conformation with the highest energy is found for
7 = 0° (and 360°). By clockwise rotation, the first local minimum is reached at
7 = 60° (gauche conformation). A rotational barrier of 10.9 k] separates this geome-
try from the global minimum structure of butane at 7 = 180°, which is also known
as the trans or anti conformation. Due to the symmetry of butane, a further local
minimum is found at 7 = 300° (gauche).
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Figure 2-102. Dependence of the potential energy curve of n-butane on the torsion angle 7
between carbon atoms C2 and C3.
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Conformational analysis tries to model the relationship between the changes in
the relative atomic positions by rotation around bonds and the influence on the
properties of the molecule under consideration (such as energy or chemical reac-
tivity). Thus, the generation and the study of the various geometries and their po-
tential energy are of major interest in this field and led to the development of auto-
matic conformer generators. These computer programs automatically generate sets
or ensembles of conformations, starting from a given 3D molecular model. The
total number of possible conformations of a molecule is called the conformational
space. Because of the above-mentioned complexity and dimensionality of the po-
tential energy surface, exploration of the entire conformational space is not feasible
in most cases. Therefore, most computational methods which try to gain insight
into the conformational behavior of molecules rely on conformational sampling,
i.e.,, on a broad search in conformational space in order to find as many local
minima (low-energy conformations) as possible and to identify the global mini-
mum structure. Thus, an ensemble of conformations is obtained, ranked, e.g.,
by their internal energy.

2.9.6
Automatic Generation of Ensembles of Conformations

Many approaches and methods for the generation of multiple conformations have
been developed and published since the early 1980s. Below we describe briefly
some of the basic concepts and methods of automatic conformer generation. How-
ever, interested readers are referred to Chapter II, Section 7.2 in the Handbook,
where the approaches to automatic generation of ensembles of conformations
and the program systems that have been developed are described in detail.

A general work flow scheme — an iterative process — for the generation of con-
formations is shown in Figure 2-103.

After an initial starting geometry has been generated and optimized (e.g., in a
force field), the new conformation is compared with all the previously generated
conformations, which are usually stored as a list of unique conformations. If a sub-
stantially different geometry is detected it is added to the list; otherwise, it is re-
jected. Then a new initial structure is generated for the next iteration. Finally, a pre-
set stop criterion, e.g., that a given number of loops has been performed or that no
new conformations can be found, terminates the procedure.

The major problems in the generation of conformations concern the coverage of
conformational space, and the conformational diversity of the generated structures.
The conformations generated should include all the relevant geometries, e.g., all
the important low-energy conformations, including the global minimum; but a di-
verse and representative subset of all possible conformations resulting from a
broad conformational sampling, should be obtained. In other words, the output
structures should not be too geometrically similar, but should cover a broad region
of the entire conformational space. In addition, the problems discussed in
Section 2.9.4 on 3D structure generation also have to be addressed, and must be
solved properly when developing an automatic conformer generator; examples
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Figure 2-103. General work flow scheme for the generation of multiple conformations.

are the different conformational behavior of the cyclic and the acyclic portions of
a molecule, or the check for and the elimination of close contacts or atom overlap.
During the development of an automatic conformer generator most of the pro-
gram intelligence is dedicated to the module which actually generates the differ-
ent starting geometries (the topmost box in Figure 2-103). To generate a new con-
formation of the molecule under consideration, the spatial arrangement of the
atoms relative to each other has to be changed while retaining the constitution
and configuration: that is, the internal coordinates vary from one conformation
to the next.

One of the oldest techniques applied to explore the conformational space of a
molecule is systematic generation (sometimes also called systematic searches) [133].
As the name already implies, systematic methods change the coordinates (internal
or Cartesian) in a predefined, regular, and stepwise manner. One of the simplest
methods is the so-called grid search, which systematically changes the torsion
angle of each rotatable bond of an input structure through 360° using a constant
increment n (n =2, 3, 4, ...). Figure 2-104 illustrates this procedure for n-butane by
rotating the central bond between the carbon atoms 2 and 3 using an increment of
n =6, i.e., by applying a grid of 60°. Starting from the lowest-energy conformation
(r = 180°; see Figure 2-102) the torsion angle is changed in steps of 60°.

The grid search technique can easily be applied to acyclic systems. Ring systems
can be treated as “pseudo-acyclic” by cutting one ring bond. The major drawback of
this technique is that, because of the restricted number of degrees of freedom in
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Figure 2-104. Grid search using an increment of n = 6(60°) to generate a set of conformations for
n-butane.

cyclic systems, most of the geometries thus generated will not fulfill the ring clo-
sure condition. Therefore, each newly generated conformation has to be checked to
see whether the two atoms which are connected by the cut bond are at a distance
which is within the range at which a bond can be formed again, before it is sub-
mitted to the next step (e.g., geometry optimization). Another problem inherent in
grid search techniques is that the total number of possible conformations, N, in-
creases exponentially with the number of rotatable bonds, k (N = (360°/n)"). How-
ever, small and medium-sized molecules typically often have five or more rotatable
bonds (not including rotatable bonds in ring systems). A simple system with five
rotatable bond processed in a grid of 30° (n = 12) will already lead to a total num-
ber, N, of 248 832 conformations. All of these starting geometries have to be opti-
mized and compared in the following, computationally demanding steps, which is
an almost unfeasible task. However, if a coarser grid (e.g., 60°, n = 6, or 90°, n = 4)
is applied, important geometries may be lost.

As already mentioned and shown in Figure 2-103, after a conformation is gen-
erated and geometry-optimized (e.g., in a force field) it has to be compared with all
previously generated conformations. If the current conformation represents a to-
tally new geometry, it is added to the list of unique conformations; otherwise it
is discarded. A commonly used metric method to compare the geometry of confor-
mations is to determine their minimum RMS (root mean square) deviation either
in Cartesian space, RMSyyz in [A] (see Eq. (11)), or for internal coordinates, for ex-
ample, in torsion angle space, RMSy, in [°]. In Eq. (11), N is the number of non-
hydrogen atoms over which the RMSxy; is calculated and d; is the distance between
the Cartesian coordinates of the ith corresponding atom pair in the two conforma-
tions, when they are superimposed (see also Fig. 2-105).

RMSxyz = (11)
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Figure 2-105. Derivation of the RMSy, deviation of two conformations.

Figure 2-105 illustrates the derivation of the RMSxy, deviation of two conforma-
tions. All corresponding non-hydrogen atoms are superimposed and finally the
minimized RMSxy, deviation is obtained by translating and rotating both geome-
tries against each other. Note that during the minimization step the internal coor-
dinates of both conformations are kept rigid.

Usually, two conformations are regarded as geometrically different if their mini-
mized RMS deviation is equal to or larger than 0.3 A in Cartesian space (RMSxyy),
or 30° in torsion angle space (RMSyy), respectively.

A technique used quite often to explore the conformational space of molecules is
random or stochastic generation (sometimes also called random searches) [134, 135].
In contrast to systematic approaches, random methods generate conformational di-
versity, not in a predictable fashion, but randomly. To obtain a new starting geome-
try either the Cartesian coordinates are changed (e.g., by adding random numbers
within a certain range to the x-, y-, and z-coordinates of the atoms) or the internal
coordinates are varied (e.g., by assigning random values to the torsion angle of the
rotors) in a random manner. Again, as discussed for the systematic techniques,
ring portions can be treated as “pseudo-acyclic”, including whether the ring closure
condition is fulfilled. After the new conformation has been optimized and com-
pared with all the previously generated conformations, it can be used as the start-
ing point for the next iteration. In addition, a frequently used criterion for selecting
a new starting geometry in random techniques is the so-called Metropolis Monte
Carlo scheme [136]. Thereby, a newly generated (and optimized) conformation is
used as a starting geometry for the next iteration only if it is lower in energy
than the previous one or if it has a higher statistical probability (calculated by
the Boltzmann factor of their energy difference). Otherwise, the previous structure
is taken as the starting point. Thus, the selection of starting conformations is
biased towards lower-energy structures, but also allows “jumps” into high-energy
regions of the molecular hypersurface. Because of the random changes, stochastic
methods are able to access a completely different region of the conformational
space from one iteration step to the next. On the one hand, this ensures a broad
sampling of the conformational space, but on the other, an artificial stop criterion
has to be defined as random methods do not have a “natural” end point. Usually,
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random generations are stopped if the same conformation has been generated sev-
eral times or if a user-defined number of iterations has been performed.

Other methods which are applied to conformational analysis and to generating
multiple conformations and which can be regarded as random or stochastic tech-
niques, since they explore the conformational space in a non-deterministic fashion,
are genetic algorithms (GA) [137, 138] and simulation methods, such as molecular
dynamics (MD) and Monte Carlo (MC) simulations [139], as well as simulated
annealing [140]. All of these approaches and their application to generate ensem-
bles of conformations are discussed in Chapter II, Section 7.2 in the Handbook.

Rule- and data-based methods can also be applied to generate ensembles of confor-
mations. The program system COBRA has already been introduced in Section 2.9.4
of this chapter. In order to generate an ensemble of a molecule’s “most different”
conformations, the developers of COBRA combined the A* algorithm with a clus-
tering technique [120]. The A* algorithm is able to identify reasonable combina-
tions of the 3D templates which have been assigned to the conformational units
of a molecule after the fragmentation. The clustering method is based on a pair-
wise comparison of the conformations in torsion angle space. The algorithm starts
with the lowest-energy conformation obtained by the procedure as already de-
scribed. Then, the geometry which is most different, i.e., has the greatest distance
in torsion space from the first conformation, is stored as the second conformation.
In the next step, the third conformation is determined by searching for the geome-
try furthest from the first two conformations. This procedure is repeated unless a
user-defined number of structures has been generated or no 3D templates are left
to combine.

The basic principles of the 3D structure generator CORINA have been presented
in Section 2.9.4 of this chapter. It has also been mentioned that for small and me-
dium-sized ring systems consisting of up to nine ring atoms, a table of allowed sin-
gle-ring conformations, so-called ring templates, which have been derived from sta-
tistical and empirical data, is used to generate precise ring geometries. These ring
templates are stored as lists of torsional angles depending on the number of unsa-
turated bonds in the ring. They are characterized and ordered by a strain energy
value representing the conformational energy. Figure 2-106 gives an example of
the conformations of a saturated six-membered ring (e.g., cyclohexane) and a
six-membered ring with one double bond (e.g, cyclohexene) as they are stored in

O o OO =7

Figure 2-106. Ring templates for a saturated six-membered ring and a six-membered ring with
one double bond as implemented in the ring conformation table of the 3D structure generator
CORINA.
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the ring conformation table. In the case of fused or bridged ring systems, all pos-
sible, but structurally reasonable combinations of the different ring templates are
generated by checking the compatibility of the torsion angles of the bonds com-
mon to the two neighboring rings. The different ring geometries can be used
either for a conformational analysis in order to find the lowest-energy conforma-
tion or to output a set of ring conformations.

Rule- and data-based approaches can also be applied to explore the conforma-
tional space of the acyclic parts of a molecule. The conformer generator
ROTATE [141,142], which has been implemented in the group of the CORINA de-
velopers, as well as the conformational analysis package MIMUMBA [143], are
using a set of rules and data which results from a statistical analysis of the confor-
mational preferences of the open-chain portions in small molecule crystal struc-
tures (see also Chapter II, Section 7.2 in the Handbook). This knowledge is stored
in the so-called Torsion Angle Library (TA Library) and has been derived from the
Cambridge Structural Database (CSD) [144]. The TA Library contains over 900 en-
tries of torsion angle fragments (torsion patterns) consisting of four atoms and
their adjacent neighbors and a single bond in the center. For each pattern, the dis-
tributions of torsion angles 7 as they have been observed in the crystal structures
are stored as histograms. Figure 2-107 illustrates the derivation of the TA Library
from the CSD.

The histograms contain the implicit information on the conformational behavior
of molecules in a structured molecular environment with varying intermolecular
directional forces and dielectric conditions in the different crystal packings. They
are used to derive a set of preferred torsion angles for the rotatable bonds of the
molecule under consideration in the following way. After all the rotatable bonds
in an input structure have been identified, an appropriate torsion angle histogram
from the TA Library is assigned to each rotor. The histograms are then transformed
into empirical potential energy functions, simply by the assumption that torsion
angle values which are sparsely or even not populated in the histogram refer to
a high energy content of the fragment under consideration, and conversely, torsion
angle values which are well populated correspond to a low energy content.
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Figure 2-107. Derivation of the torsion angle library (TA Library).
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Figure 2-108 shows the correspondence between a histogram and the derived em-
pirical energy function for the torsion angle fragment C-N(H)-C(H)(H)-C.

These symbolic energy functions are used to select a set of preferred torsion
angles for the rotatable bond under consideration (initial torsion angles) and
all possible combinations of the initial torsion angles of all the rotors are generated.
After a new conformation has been generated, each rotatable bond is geometry-
optimized by applying the empirical energy function and is only accepted if no
steric problems can be detected. In addition, duplicate conformations are
rejected.

As the number of conformations increases exponentially with the number of ro-
tatable bonds, for most molecules it is not feasible to take all possible conforma-
tions into account. However, a balanced sampling of the conformational space
should be ensured if only subsets are being considered. In order to restrict the
number of geometries output, while retaining a maximum of conformational diver-
sity, ROTATE offers the possibility of classifying the remaining conformations, i.e.,
similar conformations can be combined into classes. The classification is based on
the RMS deviation between the conformations, either in Cartesian (RMSyy; in [A])
or torsion space (RMSr, in [°]). The RMS threshold, which decides whether two
conformations belong to the same class, is adjustable by the user and each class
is finally represented by one conformation.

The distance geometry (DG) approach and its application to 3D structure genera-
tion have already been mentioned in Section 2.9.4 of this chapter. Distance geome-
try can also be applied to conformational analysis, since the algorithm is able to
generate sets of different molecular geometries starting from a single, but very
crude, spatial representation of a molecule (the so-called distance matrix; see also
Chapter II, Section 7.2 in the Handbook). Furthermore, structural information
which has been derived from experiments (e.g., interatomic distances obtained
from 2D NMR spectroscopy) can be included in the coordinate generation process
of the distance geometry approach. The resulting conformations will then fulfill
the experimentally determined geometrical restrictions [145].

m
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2.9.7
Tutorial: 3D Structure Codes (PDB, STAR, CIF, mmCIF)

2.9.7.1 Introduction

In 1971 the Protein Data Bank — PDB [146] (see Section 5.8 for a complete story
and description) — was established at Brookhaven National Laboratories — BNL —
as an archive for biological macromolecular crystal structures. This database
moved in 1998 to the Research Collaboratory for Structural Bioinformatics —
RCSB. A key component in the creation of such a public archive of information
was the development of a method for efficient and uniform capture and curation
of the data [147]. The result of the effort was the PDB file format [53], which
evolved over time through several different and non-uniform versions. Neverthe-
less, the PDB file format has become the standard representation for exchanging
macromolecular information derived from X-ray diffraction and NMR studies, pri-
marily for proteins and nucleic acids. In 1998 the database was moved to the Re-
search Collaboratory for Structural Bioinformatics — RCSB.

However, as the years have gone by it has been recognized that the PDB format
was unable to express adequately many different aspects of experimental data for
macromolecules. Moreover, the PDB representation has a fixed format with
many non-coherent rules and the order of data in the file is strongly defined.
This makes PDB files complicated for parsing and manual handling (the latter
is nearly impossible). And finally, changes in the PDB file format specification en-
forcet the reformatting of existing files to make them conform with the new format
specification.

An alternative and much more flexible approach is represented by the STAR file
format [148, 149], which can be used for building self-describing data files. Addi-
tionally, special dictionaries can be constructed, which specify more precisely the
contents of the corresponding data files. The two most widely used such diction-
aries (and file formats) are the CIF (Crystallographic Information File) file
format [150] — the International Union of Crystallography’s standard for represen-
tation of small molecules — and mmCIF [151], which is intended as a replacement
for the PDB format for the representation of macromolecular structures.

This section provides only a very brief overview of the file formats introduced
above. Taking into account that the mmCIF file format specifications alone already
comprise about 1700 different entries [152], a detailed description of these file for-
mats would occupy an entire book.

2.9.7.2 PDB File Format

2.9.7.21 General Remarks

PDB files were designed for storage of crystal structures and related experimental
information on biological macromolecules, primarily proteins, nucleic acids, and
their complexes. Over the years the PDB file format was extended to handle results
from other experimental (NMR, cryoelectron microscopy) and theoretical methods
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of 3D structure determination also. PDB files contain first of all the Cartesian co-
ordinates of the atoms forming the molecule, primary and secondary structures (in
the case of proteins), bibliographic citations, and crystallographic structure factors
as well as X-ray diffraction or NMR experimental data. PDB files can store data for
a single molecule, one molecule with associated water molecules, multiple mole-
cules, or an ensemble of alternative models for a single molecule (from NMR ex-
periments). The current PDB file format version is 2.2 and its specification can be
found in Ref. [53].

Each line of a PDB file must contain exactly 80 printable ASCII characters
(selected from the lower and upper case Latin letters, the digits 0-9, and the
symbols'-=[]\;', . /[~ @#$% A &* () _+ {}]:“<>?as well as the
space and end-ofline indicator. The end-ofline indicator is a system-specific
line-feed character in Unix, a sequence of carriage return and line-feed characters
in DOS and Windows, and a carriage return in MacOS. If the actual data occupy
less than 80 characters, or columns using the punched card analogy, then spaces
are appended up to the 80th column (inclusive). Each line is self-identifying —
its first six characters contain a left-justified and blank-filled record name (key-
word), which must be one of the predefined names (described in later sections).
Columns 7-70 contain data (built from fields), and columns 71-80 are usually
empty in older PDB files, but can contain other information in files conforming
to newer PDB specifications. The format and contents of the fields within the re-
cord are dependent on the keyword. Furthermore, all records in a PDB file must
appear in a predefined order. This ordering is presented with an example later
this tutorial.

This record/field terminology allows the treatment of a PDB file as an ordered
collection of record types.

2.9.7.2.2 Types of Records

All the records defined for PDB files can be grouped into six categories on the basis
of how many times a given record can appear in a PDB file and how many lines it
may occupy.

Single Record

Each record in this category can appear only once in a PDB file and it occupies ex-
actly one line. Examples of such records are HEADER - the starting record of each
PDB file discussed in detail below, END — the last (terminating) record, and
CRYST1 - describing the crystallographic cell.

Single Continued Record

This record can appear only once in a file and it may occupy more than one line.
The second and subsequent lines contain a continuation field, which is a right-jus-
tified integer followed by a blank character. This number is incremented by one for
each additional line of the record. Several records belong to this category, e.g.,
AUTHOR (contains names of the people responsible for the contents of the
file), KEYWDS (contains a list of keywords describing the macromolecule),
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COMPND (describes the macromolecular contents of the entry), and EXPDTA
(identifies the technique used to determine the 3D structure of the compound ex-
perimentally).

Multiple Record

Records in this category make multiple appearances as single lines without conti-
nuation and they are used to form lists (of atoms, hydrogen bonds, etc.) The two
most frequently used records belonging to this category, namely ATOM and CON-
ECT, are presented and discussed in more detail later.

Multiple Continued Record

Multiple continued records exist in a multiple manner in an entry and can occupy
more than one line. The continuation field is similar to that of the single continued
record category. To this category belong the HETATM record, storing atomic coor-
dinates for atoms within “non-standard” groups (e.g., water molecules present in
protein crystals, which are highly hydrated), as well as FORMUL and HETNAM,
representing chemical formulas and names of the “non-standard” groups, respec-
tively.

Grouping Record
Three record types are used to group other records: TER indicates the end of a
chain, while MODEL/ENDMDL surround groups of ATOM, HETATM, TER and
similar records.

Other Records

To this category belong only two record types: JRNL and REMARK, which in turn
have their own detailed inner structures. Examples of the two records types are
presented later.

2.9.7.2.3 Order of Records

All the records constituting a PDB file must appear in a strictly defined order, col-
lected into sections. The order of the sections, together with a short description and
sample record names, is presented in Table 2-7 (source: Ref. [53]).

2.9.7.2.4 Analysis of a Sample PDB File

Having looked at the general structure of PDB files, let us now examine a sample
PDB file. The file represents the structure of a-conotoxin PNI1 polypeptide
(PDB ID: 1pen) and was retrieved from the Protein Data Bank [53]. Figure 2-109
shows the 3D structure of the molecule.

The molecule is built up of 16 amino acids, but the file also contains the posi-
tions of the oxygen atoms of 12 water molecules contained within the unit cell.
To keep the example simple, only the most important parts of the file are presented
and discussed here. Each part of the file is annotated with corresponding row and
column numbers. The complete file can be obtained from the PDB [53] or from
this book's website [153].
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Ordered list of sections in PDB files (souce: Ref. [53]).

Description

Sample records

Table 2-7.

No.  Section

1 Title

2 Remark

3 Primary structure

4 Heterogen

5 Secondary structure

6 Connectivity

7 Miscellaneous
features

8 Crystallographic

9 Coordinate
transformation

10 Coordinate

11 Connectivity

12 Bookkeeping

summary descriptive remarks

bibliography, refinement annotations

peptide and/or nucleotide sequence
and the relationship between the
PDB sequence and that found in the
sequence database(s)

description of non-standard groups

description of secondary structure

chemical connectivity annotations

features within the molecule

description of the crystallographic cell

coordinate transformation operators

atomic coordinate data

chemical connectivity

summary information,

HEADER, TITLE,
COMPND, SOURCE,
KEYWDS, AUTHOR,
JRNL

REMARKSs 1, 2, 3 and
others

SEQRES

HET, HETNAM,
FORMUL

HELIX, SHEET, TURN

SSBOND, LINK,
HYDBND

SITE

CRYST1

ORIGXn, SCALEn,
MTRIXn, TVECT

MODEL, ATOM,
SIGATOM

CONECT
MASTER, END

end-of-file marker

The first line of the file (see Figure 2-110) — the HEADER record — holds the
molecule’s classification string (columns 11-50), the deposition date (the date
when the data were received by the PDB) in columns 51-59, and the
PDB IDcode for the molecule, which is unique within the Protein Data Bank, in
columns 63-66. The second line — the TITLE record — contains the title of the
experiment or the analysis that is represented in the entry. The subsequent records
contain a more detailed description of the macromolecular content of the entry
(COMPND), the biological and/or chemical source of each biological molecule in
the entry (SOURCE), a set of keywords relevant to the entry (KEYWDS), informa-
tion about the experiment (EXPDTA), a list of people responsible for the contents
of this entry (AUTHOR), a history of modifications made to this entry since its
release (REVDAT), and finally the primary literature citation that describes the
experiment which resulted in the deposited dataset (JRNL).
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Figure 2-109. 3D molecular
structure of a-conotoxin PNI1
polypeptide (PDB ID: 1pen).

1 2 3 4 5 6 7 8
12345678901234567890123456789012345678901234567890123456789012345678901234567890
1 HEACER NETTROTCXIN 29-JRN-936 1PZN
2 TITLE ALPHA-CONOTOXIN PNI1
3 COMPND MOL_1D: 15
4 COMZND 2 MOLECULE: ALZHA-CONOTOXIN PNIA;
5 COMPND 3 CEAIN: NULL;
5 COMPND 4 ENGINEERED: YES
7 SOURCE MOL ID: 1;
& SOURCE 2 SYNTEETIC: YES;
9 SOURCE 3 ORGANISM SCIENTIFIC: CONUS PENNACEUS
10 KEYWOS NEUROTCXIN, ACETYLCHOLINE RECEFTOR, Z20STSYNAPTIC,
11 XEYWDS ANTAGONIST, ACETYLCHOLINE RECEPTOR INAIBITOR
1z =XPLTA X-RAY DIFFRACTION
13 ACTIIOR S.-I.EU, J.GEIRMANN, L.W.GUDDAT, P.I'. ALEWOOD, D. J.CRAIK,
14 ACTHOR 2 J.L.MARTIN
15 REVDAT 1 21-APR-97 1PEN 0
16 JRNL AUTE S.H.HU, J.GEHRMANN, L.W. GUDDAT, P. F. ALZWOOD
17 JRNL AUTE 2 D.J.CRAIK,J.L.MARTIN
18 JRNL TITL THE 1.1 A CRYSTAL STRUCTURE OF TEE NEURONAL
19 JRNL TITL 2 ACETYLCHOLINT RECEPTOR ANTAGONIST, ALPHA-CONCTOXIN
20 JRNL TITL 3 PNIA FROM CONUS PENNACEUS
21 JRNL REF STRUCTURE (LONLCON) V. 4 417 1996
22 JRNL REFN ASTM STRUE& UK ISSN 0969-2126 2005

Figure 2-110. Title section of the analyzed PDB file.

Records forming the remark section (Figure 2-111) have their own complicated
syntax. For their detailed description readers are referred to Ref. [53]. Note that
numbers appearing after the REMARK keyword are not continuation numbers,
but integral parts of the keyword. “REMARK 1” lists important publications related
to the described structure, “REMARK 2” specifies the highest resolution, in Ang-
strom, that was used for building the model. The content of the “REMARK 3” re-
cord depends on the experiment type. In case of X-ray diffraction it has a well-de-
fined format and contains information on the refinement program(s) (solving the
electron density map) and the related statistics. For non-diffractional studies, the
record usually contains a free text description of any refinement procedure, if any.
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1 2 3 4 5 6 7 8
1234567890123456789012345678901234567890123456789012345678901234567890123456789¢0
23 REMARK 1
24 REMARK 1 REFERENCE 1
25 REMARK 1 aurd R.MLILLER, S.M.GALLO, H.G.KHALAK, C. M. WEEKS
26 REMARK 1 TITL SNB: CRYSTAL STRUCTURE DETERMINATION VIA

1
1
1

27 REMARK TITL Z SEAKE-AND-BAZE
28 REMARK REF J.APPL.CRYSTALLOGR . v. 27 613 1934
29 REMARK REFN ASTM JACGAR DK ISSN 0021-889% 0228

38 REMARK

2 RESOLUTICN. 1.1 ANGSTROMS.
39 REMARK 3
40 REMARK 3 REFTNEMENT.
47 REMARK 3 PRCGRAM : X-PLOR 3.1
42 REMARK 3 AUTHORS : BRUNGER
43 REMARK 3
a4 REMARK 3 DATA USED IN REFINEMENT.
45 REMARK 3 RESOLUTLON RANGE HIGH (ANGSTROMS) : 1.1
46 REMARK 3 RESCLULTLON RANGE LOW  (ANGSTROMS) : 6.1
47 REMARK 4
48 REMARK 4 1PEN COMPLIES WITH FCRMAT V. 2.2, 16-DEC-1996

213 | REMARK 999 REFERXENCE: FAINZILBER, M., HASSON, A., OREN, R.,

214 | REMARK 999 BURLINCAME, A.L., GORDON, D., SPIRA, W.E., ZLOTKIN, E.
215 | REMARK 993 (1994). NEW MOLLUSC-SPECIFIC A-CONOTOXIN BLOCK APLYSZA
216 | RFMARK 993 NRURCNAT ACETYTCEOTINE RECRPTORS. RTOCHEMTSTRY, 30,
217 | REMARK 993 9370-9 377,

Figure 2-111.  Remark section of the analyzed PDB file.

The REMARK 4-999 records contain other optional, but predefined, remarks. As
shown above, the “REMARK 4” record specifies that the analyzed file conform fully
with the current (December 2002) version 2.2 of the PDB file format specification.

The SEQRES records (Figure 2-112) contain the amino or nucleic acid sequence
of residues in each chain of the macromolecules being studied. The number di-
rectly following the record name is the serial number of the SEQRES record;
next, the number of residues in the chain is specified (17 in this case) and the cor-
responding residues are listed. Residues occur in order, starting from the N-term-
inal residue for proteins and the 5’-terminus for nucleic acids. The last residue is a
non-standard group (NH,) and is described precisely in subsequent lines. Note that
water molecules, whose coordinates will be specified later, are also mentioned in
one of the FORMUL records.

The next important and mandatory part of every PDB file is a set of seven
records forming the crystallographic and coordinate transformation sections
(Figure 2-113): CRYST1, ORIGXn and SCALEn (n = 1,2,3). CRYST1 specifies
the unit cell parameters, space group, and Z value. ORIGXn and SCALEn define

1 2 3 4 5 & 7 8
1234567880123456789012345678901234567890123456789012345678901234567890123456783¢
219 | SZQRES 1 17 GLY CYS$S CYS SZR LEU PRO PRO CYS ALA ALA ASN ASN PRC
220 RES z 17 ASP TYR CYS NAZ
221 NHZ 17 z
222 | AZTNAM NH2Z RMINO GROJUP
223 | FORMUL 1 NH2 EZ N1
224 | FORMUL 2 HCH =12 (H2 0Ol)

Figure 2-112. Primary structure and heterogen sections of the analyzed PDB file.

17
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1 2 3 4 5 & 7 8
123456789012345678901234567839012345678901234567890123456789012345678901234567890
229 | crysIl 15.000 139.800 16.500 90.00 113.40 90.00 p 1 21 Z 2
230 | ORIGXL 1.000000 0.900000 ©0.C00000 0.00000
231 | ORICX2 0.000000 1.000000 0.C00000 0.00000
232 | ORIGX3 0.000300 0.000000 1.C00000 0.00000

233 | SCALE1  0.066667 0.000000 0.028849 0.00000
234 | SCALE2  0.000000 0.050505 0.000000 0.00000

235 | SCALE3  0.000000 0.000000 0.066037 0.00000

Figure 2-113. Crystallographic and coordinate transformation sections of the analyzed PDB file.

coordinate transformation operators from orthogonal coordinates to the ones sub-
mitted and to fractional crystallographic coordinates, respectively.

The description of the crystallographic unit cell is followed by probably the most
important section of the file — the Cartesian coordinates of the atoms.

The atomic coordinate data section shown in Figure 2-114 is constructed mostly
from the ATOM records, whose format is described in Table 2-8.

The careful reader can recognize that there are no hydrogen atoms specified in
the file presented. This has an obvious consequence: most (more than 80 %) of the
macromolecular structure entries in the Protein Data Bank are determined by X-
ray crystal diffraction studies, which usually cannot resolve the positions of hydro-
gen atoms. Another problem arising in X-ray diffraction experiments is that of re-
liably distinguishing nitrogen from oxygen from carbon atoms [53]. However, some
newer X-ray crystal diffraction PDB files contain hydrogen positions, which were
computed by theoretical modeling.

The temperature factor (together with the Cartesian coordinates) is the result of
the refinement procedure as specified by the REMARK 3 record. High values of the
temperature factor suggest either disorder (the corresponding atom occupied dif-
ferent positions in different molecules in the crystal) or thermal motion (vibration).
Many visualization programs (e.g., RasMol [154] and Chime [155]) have a special
color scheme designated to show this property.

As mentioned before, the TER record terminates the chain.

The HETATM records (Figure 2-115) represent atomic coordinates for atoms
within “non-standard” groups (water molecules and atoms presented in HET

1 2 3 4 5 & 7 8
123456789012345678901234567890123456768390123456789012345678901234567830123456789¢C
236 | ATOM 1 N GLY z -4.788  -£,935 3.453 1.00 11.53 N
237 | ATOM 2 CAGLY - =4.218 =10.294 3.312 1.00 9.54 C
238 | ATOM 3 C GLY Z -3.815 -10.534 1.870 1.00 8.53 C
239 | ATOM 4 © GLY - -4.276 -9.836 0.965 1.00 7.01 0
339 | ATOM 104 N CYs 16 -4.268 -18.747 -3.228 1.00 4.90 N
340 | ATOM 105 CA CYS 16 -5.412 -17.886 -3.502 1.00 6.31 C
341 | ATOM 106 © CYS 16 -6.3299 -18.412 -4.525 1.00 6.50 C
342 | WTOM 07 o CYS 16 =1.500 -17.975 4,489 1.00 8.67 0
343 | ATOM 108 CB CYS8 16 -4.925 -16.490 -3.867 1.00 b.14 C
344 | ATOM 109 s5G CYS 16 -4.058 -15.631 -2.538 1.00 6.52 =
345 | HETATM 110 N NH2 17 -5.978 -19.313 -5.402 1.00 5.72 N
346 | TER 111 NH2 17

Figure 2-114. Atomic coordinate data section of the analyzed PDB file.
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Table 2-8. Format of the ATOM record.

Columns  Definition

1-6 Record name (“ATOM”).

7-11 Atom serial number. The atoms are ordered in a standard manner, starting from
the backbone (N-C-C-O for proteins) and proceeding in increasing distance
(remoteness) from the a-carbon, along the side chain.

13-16 Atom name: the first two characters specify the chemical symbol (except for
hydrogen atoms, for which a different naming convention is applied), the next
character (if specified) defines a remoteness code described normally by Greek
letters (A stands for alpha, B for beta, G for gamma etc.). The fourth character can
contain a numeric branch designator and is usually empty.

18-20 Residue name - one of the standard amino acids (three-letter abbreviations are
used), nucleic acids (one- or two-letter abbreviations), or the non-standard group
designation as defined in the HET dictionary.

23-26 Residue sequence number.

31-38 Orthogonal coordinates for X in Angstrom.

39-46 Orthogonal coordinates for Y in Angstrém.

47-54 Orthogonal coordinates for Z in Angstrém.

55-60 Occupancy.

61-66 Temperature factor.

77-78 Element symbol, right-justified.

79-80 Charge on the atom if non-zero, otherwise blank.

7 2 3 1 5 6 7 3

12345678901234567890123456789012315678901234567890123456789012345678901234567890
347 | HETATM 112 O HOA 7 Z2.717 -22.380 -0.09 1.00 14.35 0
348 | BETATM 113 © HOH 18 3.723 -23.965 -3.804 1.00 11.74 o
3(73 CONLECT 109 16 108
364 | CONECT 110 106
365 | MASTER 195 0 1 1 0 0 0 6 122 1 6 2
366 | BND

Figure 2-115. Last lines of the analyzed PDB file.

groups) and have a format similar to the ATOM records. The CONECT records,
which come next, specify connections between atoms that are not covered by the
standard residue connectivity in chains. Line 363 specifies a disulfide bridge be-
tween two cysteines, while the record in line 364 specifies a connection between
the last amino acid in the chain (cysteine) and the terminating “non-standard”
amino group. The MASTER record is a special record for controlling the integrity
of the file. It specifies the counts of the most significant records such as REMARK:
195; atom coordinate records (ATOM and HETATM): 122, etc. The last (366th) line,

containing the mandatory END record, terminates the PDB file.
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As this short example shows, PDB files use different syntax for different records
and both writing and reading such files require much effort. Another problem is
the extensibility of this format to handle new kinds of information, which further
complicates the file structure. The Protein Data Bank has been faced with the
consequences — the existing legacy data comply with several different PDB formats,
so they are not uniform and they are more difficult to handle [145, 155, 157]. As
mentioned in Section 2.9.7.1, there is a much more flexible and general way of re-
presenting molecular structure codes and associated information — the STAR file
format and the file formats based on it.

2.9.7.3 STAR File Format and Dictionaries

The Self-defining Text Archive and Retrieval (STAR) file format addresses primarily
the problem of the inflexibility of the PDB file format, its fixed sets of allowable
fields, and their strong dependence on order. To overcome the problems described,
both the data structure and the actual data items within a STAR file are self-de-
fined, which means that they are preceeded by corresponding names (labels)
which identify and describe the data. The data may be of any type and there is
no predefined order of the data. STAR files, in contrast to PDB files, are easy to
read and write manually. The whole syntax of STAR files is very simple and is de-
fined by only a few rules:

1. A STAR file contains lines of standard visible ASCII characters.

2. Each file is a sequence of data blocks containing individual data items. Data
blocks represent logical grouping of data that are related in some way.

3. Each data item is preceded by a corresponding data name — the label that iden-
tifies the data. A data name is a string that starts with the underscore character
(“-")-

4. There is a special keyword — “loop_” — which enables repetition of data. This
keyword is used mainly when there are several data items with the same
type of content (e.g., description of the atoms within a molecule).

5. Data formats based on the STAR file with their own dictionaries can further re-
strict the syntax of files to conform to their definition.

6. The set of possible data names can be restricted by a dictionary, which specifies
which names can be used within a file to conform to the specified dictionary.
Dictionaries can also be used to specify which data items will be processed by
some software. In this case entries not defined by an appropriate dictionary
will simply be ignored. Dictionaries are defined in so-called dictionary defini-
tion language (DDL). Several commonly used dictionaries are shown in
Table 2-9. Two of them (CIF and mmCIF) are discussed below in greater
detail.

There are also a few additional, but less important, syntax rules proposed in
Ref. [148]. Users interested in a detailed specification of the STAR file format
should make themselves familiar with the definitive STAR file written
specification [149].
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Table 2-9. Sample STAR-based dictionaries.

Name Description

Core CIF Used for archiving and exchanging raw and processed data and derived
structural results for single-crystal small-molecule and inorganic crystal
studies.

hitp:/ fwww.iucr.org/iucr-top /cif/cif_core/

ImgCIF/CBF Efficient storage of 2D area detector data and other large datasets.
http:/ /ndbserver.rutgers.edu/mmcif/cbf/

mmCIF Macromolecular crystallographic data.
hitp:/ /ndbserver.rutgers.edu/mmcif/

Powder CIF Extends the core CIF dictionary by adding details of the powder diffraction
experiments on single-crystal structures, using conventional X-ray diffract-
ometers as well as synchrotron, CW neutron, TOF neutron, and energy-
dispersive X-ray instruments.
hitp:/ /www.iucr.org/iucr-top /cif/pd/

Modulated Supplement to the core CIF dictionary designed to permit the description of

structures CIF  incommensurately modulated crystal structures [157].
hitp:/ /www.iucr.org/iuct-top /ciffms/

NMR-STAR Results of macromolecular NMR measurements. This file format is used to
deposit data in BMRB (BioMagResBank — a repository for data from NMR
spectroscopy of proteins, peptides, and nucleic acids.
hitp:/ /www.bmrb.wisc.edu Jelec_dep/Forms/complete_form_v21.txt

MDB Dictionary defining data format and structure for 3D models of biological
molecules stored in the MDB database [158].

hitp:/ www.gwer.ch /proteinstructure/mdb/

Readers familiar with XML (see also Chapter IV, Section 4 in the Handbook) will
find a direct analogy with this extensible meta-language. Simply speaking, the
STAR language, like XML, provides a generic syntax for data files, and DDL may
restrict content of a STAR file in the same way as the XML Schema restricts con-
tents of XML-based file formats. One could probably expect an analogy between
DDL and the DTD (Document Type Definition), but the DTD syntax is completely
different from the XML syntax, while Dictionary Definition Language uses the
STAR file syntax, in the same way as the XML Schema is defined in XML.

2.9.7.4 CIF File Format (CCDC)

The Crystallographic Information File (CIF) is the standard archive file for crystal-
lography of small molecules, and is recommended and supported by the Interna-
tional Union of Crystallography [55, 150]. Although in the late 1970s the IUCr
Commissions on Crystallographic Data and Crystallographic Computing had al-
ready developed and promoted another “standard” file format — the Standard Crys-
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tallographic File Structure (SCFS) [160, 161] — this file format had drawbacks and
constraints similar to those of the PDB file format, e.g., it required a predefined
order of data and its data records had a fixed format which had to be defined for
every data type.

The main requirement for the CIF file format was then its desired portability de-
fined at three levels [55]: between machines; between similar applications; and
across diverse applications. Portability across machine architectures usually ex-
cludes usage of binary data file formats in favor of plain text files. Although it is
possible to define and implement binary data formats that can be read and written
on computers with different architectures, typical binary data are stored in a com-
pact form which is dependent on the computer architecture (mostly the word size
and byte ordering). However, a plain text file is not in a universal format either.
Such files can differ by character widths (e.g., 7-, 8-, 16-bit), coding schemes
(e.g., ASCII and EBCDIC), end-of-line delimiters, and end-of-file markers. Never-
theless, most operating systems support reliable interconversions between text
files from different sources, making plain text files highly portable between sys-
tems with different architectures.

Portability between similar applications requires that a CIF file supplies the
same information to different crystallographic programs. This is achieved by stor-
ing in a CIF file not only the actual data but also keys (STAR data names), which
describe uniquely the meaning of each datum. Having defined the CIF dictionary,
crystallographic programs can easily interpret data in read files. For example, the
Editorial Office of the Acta Crystallographica journal stores submitted papers with
structural data in the CIF format and passes these files to miscellaneous crystallo-
graphic programs for checking the accuracy and consistency of the data. Moreover,
there are libraries (enumerated in the latter part of this tutorial) for parsing CIF or
other STAR-based file formats, which simplify the adoption of the CIF file format
for existing or new software. And finally, portability between different applications
allows further manipulation of the information stored in a CIF file. The data con-
tained in a CIF file can be used for other calculations or simply stored in a data-
base. Mapping between fields specified by the CIF dictionary and database tables
is straightforward and has already been implemented in the CIFER [162] program,
which has been used for years by the Cambridge Crystallographic Data Centre. An-
other interesting example of further processing of CIF files is the CIFTEX
program [163], which translates a CIF into a TeX file [164], which is then used
for-high quality typesetting. Thus CIF data files containing data for publication
can be translated automatically into papers, without manual intervention.

The CIF format not only defines its dictionary of available data names, but re-
stricts the STAR file syntax as well. For example, lines may not exceed 80 characters
and data names can contain a maximum of 32 characters. Furthermore, the CIF
dictionary specifies default units for numeric fields that represent numeric values
with units. If the data item is not stored in the default units, then the units code is
appended to the data name. Thus _cell_length_a and _cell_length_a_pm represent
the dimensions of the unit cell in Angstrém (the default units conforming to the ST
Standard) and picometers, respectively.
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The CIF file format was quickly and widely adopted by the scientific community
for at least two reasons [165]: it was, and still is, endorsed by the IUCr; and submis-
sion of data to the journal Acta Crystallographica, Section C in a form conforming to
CIF assures faster processing and hence faster publication of accepted papers. The
current CIF file dictionary defines about 1200 data names, but it is still unable to
represent all the details of the crystallographic measurements of macromolecules.
Thus, yet another STAR-based data format is needed.

2.9.7.5 mmCIF File Format

However, instead of using yet another file format, it was decided that the Crystallo-
graphic Information File (CIF) dictionary would be extended to include data items
relevant to macromolecular crystallographic experiments. The whole project, al-
though initially appearing to be a small task, took seven years’ work by a dedicated
group [166]. The result of this effort under the auspices of the International
Union of Crystallography (IUCr) was the macromolecular Crystallographic Informa-
tion File (mmCIF) [151, 152]. Version 1.0 of the dictionary comprised 1700 terms and
was ratified by an IUCr committee (COMCIFS). Furthermore, it was also recognized
that the Dictionary Definition Language (DLL) used was too informal and it led to
many ambiguities. Hence, the new version (2.0) of DDL was developed [167]. The
mmCIF file format was quickly adopted by the RCSB for internal representation
of structural data. However, for reasons of backward compatibility and because
users are most familiar with PDB, the RCSB still distributes data using the PDB
v. 2.2 format. The PDB files are produced from their corresponding mmCIF repre-
sentations. It should be also noted that the informality of the PDB format restricts
the possibility of conversion in the opposite direction, from PDB to mmCIF. The
mmClIF website [152] is a definitive resource for a full specification of the Dictionary
Definition Language, the mmCIF dictionary, and related information.

29.7.6 Software

The PDB, CIF, and mmCIF file formats are strongly supported by the existence of
a large number of miscellaneous software libraries and programs that simplify
their conversions, parsing, generation, verification, manipulation, and visualiza-
tion. There are numerous libraries for the different programming languages:
C [152, 168], C++ [168], Fortran [55, 169], Java [170], Perl [171], and even
Objective C [172], which build up a common framework for most of the programs
using PDB/mmCIF file formats.

In order to simplify transition from PDB to mmCIF some special tools have been
developed. The CIFTr [168] and CIF2PDB [173] programs, for example, transform
mmClIF files to PDB, while PDB2CIF [173] performs the reverse operation. PDB/
mmClIF files can also be converted to other data formats suitable for presentation
of data. Except for the CIFTEX program [163] mentioned earlier, there are also var-
ious other interesting converters. PDB2VRML [174] builds VRML scenes on the
basis of given PDB files. Similar functionality (but generating VRML files conform-
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ing to the newer versions of the file format) is offered by one of the services avail-
able at the Computer Chemistry Center website [175]. Another web service is
PDB2MGIF [176], which converts submitted PDB files into animated GIF images
containing molecular structures. The images generated can be next used within
web pages. mmCIF data files can also be loaded directly into relational databases
or translated into XML files by using the mmCIF loader [168].

Molecular structure visualization programs constitute the largest group of appli-
cations supporting the PDB/mmCIF format. The most popular are probably
RasMol [154], Swiss PDB Viewer [177], PyMOL [178], ViewerLite/Pro from
Accelrys [179], and many others. For web-based visualization the standard tool is
Chime [155] from MDL. Another interesting example of a web viewer is canDo
Shockware 3D PDB Viewer [179], which uses the Macromedia Shockwave Player
plug-in [181]. There are also several applets available on the Internet. The MIME
media types for PDB and CIF files are chemical/x-pdb and chemical/x-cif, respec-
tively. On the RCSB [53] software web page one can find a list of most of the exist-
ing applications supporting the file forms discussed here.

2.10
Molecular Surfaces

Two-dimensional structure diagrams and 3D molecular structures can form the
basis for describing many chemical and physical properties of compounds. But
all the models used so far represent only the 3D skeleton of a molecule and not
the actual space requirements. In analogy to the human body, which has a skeleton
and a surrounding body with a limiting surface (the skin), molecules can be seen
as objects with a molecular surface. This surface separates the 3D space in an inner
part of the volume filled by the molecule, and an outside part (the rest of the uni-
verse). But this picture of an exact separation through a discrete surface is only an
approximation. Since molecules cannot be treated with the laws of classical me-
chanics, the concept of surfaces is only an analogy to macroscopic objects. In a
quantum mechanical sense molecules have neither a body, nor a fixed surface.
Their ingredients are atoms with nuclei made up of protons and neutrons,
which are surrounded by electrons. The space that these electrons occupy is not
bounded by a surface, but can be characterized by an “electron cloud” distribution.
The electron density is continuous and approaches zero value at large distances
from the nuclei (see Section 7.2). In particular, the distribution of electrons is sig-
nificant for molecular interactions and determines the properties of the molecule.
The molecular surface can express these different properties, such as electrostatic
potential, atomic charges, or hydrophobicity, using colored mapping (see
Section 2.11). Therefore, the spatial figure, or envelope, of the molecule has to
be considered; this can be determined by various methods. Molecular surfaces
can be obtained de novo by mathematical calculation methods, but also from experi-
ments. Three-dimensional structure analyses such as 2D NMR or X-ray crystallo-
graphy give an impression of the spatial requirements of the molecule. If only
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c)
Figure 2-116. Graphical representations of molecular surfaces of phenylalanine: a) dots; b) mesh
or chicken-wire; c) solid; d) semi-transparent.

2D information is available, e.g., in databases without experimental data, the differ-
ent types of surfaces (see below) can be calculated only after a 3D structure has
been determined by a 3D structure generator, which might be followed by compu-
tational refinement, e.g., with a force-field calculation.

Depending on the application, models of molecular surfaces are used to express
molecular orbitals, electronic densities, van der Waals radii, or other forms of dis-
play. An important definition of a molecular surface was laid down by
Richards [182] with the solvent-accessible envelope. Normally the representation
is a cloud of points, reticules (meshes or chicken-wire), or solid envelopes. The
transparency of solid surfaces may also be indicated (Figure 2-116).

The following models describe those definitions of molecular surfaces that are
most widely used. The van der Waals surface, the solvent-accessible surface, and
the Connolly surface (see below) based on Richards’ definitions play a major
role [182].

The interpretation of molecular surfaces is particularly important wherever mo-
lecular interactions, reactions, and properties play a dominant role, such as in drug
design or in docking experiments.

2.10.1
van der Waals Surface

The van der Waals surface (or the hard sphere model, also known as the scale
model or the corresponding space-filling model) is the simplest representation
of a molecular surface. It can be determined from the van der Waals radii of all

125



126 | 2.10 Molecular Surfaces

c
2
»
a
e van. der Wﬂals Figure 2-117. Dependence of the
- contact distance
' van der Waals energy on the
o 0 T = distance between two non-con-
o : Distance nected atom nuclei. With decreasing
o ' atomic distance the energy between
E ' the two atoms becomes attraction,
= : going through a minimum at the
< . van der Waals distance. Then, upon
a further decrease in the distance, a
rapid increase in repulsion energy is
observed.
/OH
H—C\ —_—
O
formic acid van der Waals van der Waals

radius of carbon surface

Figure 2-118. Cross-section of the 3D model of formic acid (HCOOH). The van der Waals radius
of each atom of the molecule is taken and by fusing the spheres the van der Waals surface is
obtained.

the atoms. In this procedure, the van der Waals radius of each atom is first obtain-
ed from the energetically favorable distance of two non-connected atoms that are
approaching each other (Figure 2-117). In a molecule, the spheres of the
van der Waals radii of bonded atoms penetrate each other. In the next step,
all the spheres of all the atoms are fused (Figure 2-118). The space inside this
fusion area is called the van der Waals volume and the envelope of the spheres
defines the van der Waals surface of the molecule. It can be calculated quite easily
and rapidly.

2.10.2
Connolly Surface

In contrast to the van der Waals surface, the Connolly surface [183, 184] has a
smoother surface structure. The spiky and hard transition between the spheres
of neighboring atoms is avoided. The Connolly surface can be obtained by rolling
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a spherical probe (that represents the solvent schematically) over the van der Waals
surface. The radius of this sphere, which can be chosen in this procedure, is
usually taken as the effective radius of a water molecule (1.4 A). The resulting mo-
lecular surface consists of two regions (Figure 2-119):

- the convex contact surface segment of the van der Waals surface, with direct con-
tact to the solvent, and

- the concave re-entrant surface segment where the solvent sphere has contact with
two or more atom spheres of the structure.

Connolly surfaces are standard in Molecular Modeling tools, and permit the quan-
titative and qualitative comparison of different molecules.

2.10.3
Solvent-Accessible Surface

In general, the solvent-accessible surface (SAS) represents a specific class of sur-
faces, including the Connolly surface. Specifically, the SAS stands for a quite dis-
crete model of a surface, which is based on the work of Lee and Richards [182].
They were interested in the interactions between protein and solvent molecules
that determine the hydrophobicity and the folding of the proteins. In order to ob-
tain the surface of the molecule, which the solvent can access, a probe sphere rolls
over the van der Waals surface (equivalent to the Connolly surface). The trace of the
center of the probe sphere determines the solvent-accessible surface, often called the
accessible surface or the Lee and Richards surface (Figure 2-120). Simultaneously,
the trajectory generated between the probe and the van der Waals surface is defined
as the molecular or Connolly surface.

Whereas the contact region is the basis in the Connolly method, the center of the
solvent-sphere determines the shape of the molecular surface in the SAS method.
In this case, the resulting surface is larger and the transition between the different
atoms is more significant.
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Figure 2-120. The center of the rolling probe sphere defines the solvent-accessible surface during
movement of the probe over the van der Waals surface. Thus, the molecular surface is expanded
by the radius of the solvent molecule.

2.10.4
Solvent-Excluded Surface (SES)

Solvent-excluded surfaces correlate with the molecular or Connolly surfaces (there
is some confusion in the literature). The definition simply proceeds from another
point of view. In this case, one assumes to be inside a molecule and examines how
the molecule “sees” the surrounding solvent molecules. The surface where the
probe sphere does not intersect the molecular volume is determined. Thus, the
SES embodies the solvent-excluded volume, which is the sum of the
van der Waals volume and the interstitial (re-entrant) volume (Figures 2-119,
2-120).

The surfaces of large molecules such as proteins cannot be represented effec-
tively with the methods described above (e.g., SAS). However, in order to represent
these surfaces, less calculation-intensive, harmonic approximation methods with
SES approaches can be used [185].

2.10.5
Enzyme Cavity Surface (Union Surface)

The molecular surface of receptor site regions cannot be derived from the structure
information of the molecule, but represents the form of the active site of a protein
surrounded by a ligand. This surface representation is employed in drug design in
order to illustrate the volume of the pocket region or the molecular interaction
layers [186].
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2.10.6
Isovalue-Based Electron Density Surface

Besides the expressions for a surface derived from the van der Waals surface (see
also the CPK model in Section 2.11.2.4), another model has been established to
generate molecular surfaces. It is based on the molecular distribution of electronic
density. The definition of a limiting value of the electronic density, the so-called iso-
value, results in a boundary layer (isoplane) [187]. Each point on this surface has an
identical electronic density value. A typical standard value is about 0.002 au (atomic
unit) to represent electronic density surfaces.

Isovalue-based surfaces are also often used for the representation of molecular
orbitals.

2.10.7
Experimentally Determined Surfaces

A completely new method of determining surfaces arises from the enormous de-
velopments in electron microscopy. In contrast to the above-mentioned methods
where the surfaces were calculated, molecular surfaces can be determined experi-
mentally through new technologies such as electron cryomicroscopy [188]. Here,
the molecular surface is limited by the resolution of the experimental instruments.
Current methods can reach resolutions down to about 10 A, which allows the
visualization of protein structures and secondary structure elements [189]. The
advantage of this method is that it can be applied to derive molecular structures
of macromolecules in the native state.

2.11
Visualization of Molecular Models

Since the early 20th century, chemists have represented molecular information by
molecular models. The human brain comprehends these representations of gra-
phical models with 3D relationships more effectively than numerical data of dis-
tances and angles in tabular form. Thus, visualization makes complex information
accessible to human understanding easily and directly through the use of images.

Diverse methods can be used for the display of a molecular model. The most
widely used representations of molecules are 2D structure diagrams, which ar-
range the atoms in 2D space in such a way that bond lengths and bond angles
are shown as undisturbed as possible and avoiding the overlap of atoms. In addi-
tion, stereochemical information may be given through wedged and hashed bonds.
However, no 2D structure representation can explain a 3D molecule in its entirety.
The 3D structure information is especially important for an understanding of the
chemical and biological properties of a compound and the relationships between
structural features and molecular functions. Often, the physical and chemical prop-
erties of a molecule are more evident when one changes between different display
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styles. The first molecular display type to be introduced here is structure-based.
Other types of display styles are surface and field representations which can
apply various color schemes.

For all the different methods of chemical visualization, a large number of special
techniques are available, depending on the purpose of visualization. These soft-
ware programs can be installed on a local computer or can be operated via the In-
ternet. An overview of these programs is given in Section 2.12.3.

2.11.1
Historical Review

Before the advent of computers, molecular models were made manually of wood,
paper, wire, rubber, plastic, or other materials, a laborious and time-consuming
process. Kendrew et al., in 1958, built the first brass-wire model of a macromole-
cule, myoglobin (Figure 2-121), whose structure was determined by X-ray
crystallography [190]. A series of models followed over the following years.
Byron Rubin and his Byron's Bender machine produced the most widespread
models [191]. These wire models represented the backbone of protein structures.
In the 1970s, the scientific advantages of these models were demonstrated. At
that time, two proteins represented by Byrons Bender models were compared
and the first indication of the existence of a superfamily of structures was
recognized [192].

Despite the many advantages of these physical models, they have several essen-
tial deficiencies. As the size of the structure increases, the assembly of a model be-
comes progressively more unmanageable and more complex. Furthermore, data
such as atom distances and atom angles can be determined only with difficulty,
or not at all.

New ways to represent structure data became available through molecular mod-
eling by computer-based methods. The birth of interactive computer representation
of molecular graphics was in the 1960s. The first dynamic molecular pictures of
small molecules were generated in 1964 by Levinthal in the Mathematics and Com-
putation (MAC) project at the Electronic Systems Laboratory of the Massachusetts

Figure 2-121. The first brass-wire model of a
macromolecule built by Kendrew et al. in
1958 [193].
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Figure 2-122. The first dynamic molecular display
of small molecules by Levinthal was driven by the
“Crystal Ball” [193].

Institute of Technology (MIT) [193]. Molecules were represented as line drawings
on a homemade display (an oscilloscope) (Figure 2-122). In addition, the system
had diverse peripherals with many switches and buttons which allowed the mod-
ification of the scene. The heart of the system was the so-called “Crystal Ball”
which could rotate the molecule about all three orthogonal axes. This prototype
cost approximately two million US dollars.

The first pure molecular graphics system followed after a few years. It was built
in 1970 by Langridge at Princeton University [195]. The system was based on the
Picture System 2 of Evans and Sutherland and could also display bonds and co-
lored atoms.

A further milestone was achieved in 1977 by Richardson et al. They could for the
first time visualize a complete protein structure from X-ray crystallography
data [196]. A large number of structures were generated in the following years.

As the graphical capabilities of the computer systems became more powerful
simultaneously the number of visualized structures increased. With the introduc-
tion of raster graphics (1974) and colored raster graphics displays (1979), other
forms of molecular representations were possible [197]. CPK models could be re-
presented and colored bonds or molecular surfaces could be visualized.

The era of the Evans and Sutherland computer systems vanished in the first half
of the 1980s, when powerful and more economical workstations were introduced.
In spite of advances in computer graphics and in CPU power, these workstations
dominate the everyday life of molecular modeling even today.

In recent years, the rapid development of low-budget 3D-capable graphics cards
makes it possible to visualize molecular models with standard PC systems. Some
molecular modeling software, which was once available only for workstations, is
now also offered for PCs [198].

2.11.2
Structure Models

The main objective of a structure model is to produce an image of a molecule that
invokes 3D information although it is physically two-dimensional. Additional
lighting effects (such as shadows on the objects of the structure) may enhance
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the impression of depth in space. In the following sections, some of the more com-
mon structure models used for small molecules or for crystal structures are dis-
cussed.

21121 Wire Frame Model

The most well-known and at the same time the earliest computer model for a mo-
lecular structure representation is a wire frame model (Figure 2-123a). This model
is also known under other names such as “line model” or “Dreiding model” [199].
It shows the individual bonds and the angles formed between these bonds. The
bonds of a molecule are represented by colored vector lines and the color is derived
from the atom type definition. This simple method does not display atoms, but
atom positions can be derived from the end and branching points of the wire
frame model. In addition, the bond orders between two atoms can be expressed
by the number of lines.

2.11.2.2 Capped Sticks Model

The capped sticks model can be seen as a variation of the wire frame model, where
the structure is represented by thicker cylindrical bonds (Figure 2-123b). The
atoms are shrunk to the diameter of the cylinder and are used only for smoothing
or closing the ends of the tubes. With its thicker bonds, the capped sticks model
conveys an improved 3D impression of a molecule when compared with the
wire frame model.

a) b)
O
O
O
O O
c) d)

Figure 2-123. The most common molecular graphics representations of phenylalanine a) wire
frame; b) capped sticks; c) balls and sticks; d) space-filling.
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2.11.2.3 Balls and Sticks Model

A more convenient representation for the eyes is the balls and sticks model. The
atoms are represented as small balls centered at the nuclei of the atoms, and the
bonds between the balls as cylinders or “sticks” (Figure 2-123c). The size of the
balls is standardized but variable and is only a fraction of the actual atomic radius
in comparison with the scale of the bonds as represented by the cylinders. The
color of the balls is used for displaying atomic properties such as the atom type.
Similarly, the color and the number of cylinders express bond types or atomic prop-
erties, respectively. The decisive advantage of this model is based on an essentially
improved 3D display of the positions of the atoms and bonds in space. Those parts
of the molecule placed in the background are partly masked by the atoms and
bonds that are closer to the viewer. The more voluminous balls and sticks convey
this spatial impression more strongly. It is also enhanced by light and shade effects
such as Gouraud shading [200].

2.11.2.4 Space-Filling Model

The space filling model developed by Corey, Pauling, and Koltun is also known as
the CPK model, or scale model [197]. It shows the relative volume (size) of different
elements or of different parts of a molecule (Figure 2-123d). The model is based on
spheres that represent the “electron cloud”. These atomic spheres can be deter-
mined from the van der Waals radii (see Section 2.10.1), which indicate the
most stable distance between two atoms (non-bonded nuclei). Since the spheres
are all drawn to the same scale, the relative size of the overlapping electron clouds
of the atoms becomes evident. The connectivities between atoms, the bonds, are
not visualized because they are located beneath the atom spheres and are not
visible in a non-transparent display (see Section 2.10). In contrast to other models,
the CPK model makes it possible to visualize a first impression of the extent of a
molecule.

2.11.3
Models of Biological Macromolecules

The visualization of hundreds or thousands of connected atoms, which are found
in biological macromolecules, is no longer reasonable with the molecular models
described above because too much detail would be shown. First of all the models
become vague if there are more than a few hundred atoms. This problem can be
solved with some simplified models, which serve primarily to represent the second-
ary structure of the protein or nucleic acid backbone [201]. (Compare the balls and
sticks model (Figure 2-124a) and the backbone representation (Figure 2-124b) of
lysozyme.)
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71
&)

b) backbone

c) cartoon d) polyhedral

Figure 2-124. The most common molecular graphic representations of biological molecules
(lysozyme): a) balls and sticks; b) backbone; c) cartoon (including the cylinder, ribbon, and tube
model); and of inorganic molecules (YBa,Cu;0;_,): d) polyhedral (left) and the same molecule
with balls and sticks (right).

2.11.3.1 Cylinder Model
The cylinder model is used to characterize the helices in the secondary structure of
proteins (see the helices in Figure 2-124c).

2.11.3.2  Ribbon Model

Where helical secondary structures are represented by the cylinder model, the
p-strand structures are visualized by the ribbon model (see the ribbons in
Figure 2-124c). The broader side of these ribbons is oriented parallel to the peptide
bond. Other representations replace the flat ribbons with flat arrows to visualize
the sequence of the primary structure.

2.11.3.3  Tube Model
The tube structure consists of small tubular formations to represent so-called coils
and turns (see the tubes in Figure 2-124c).
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2.11.4
Crystallographic Models

It is often difficult to represent inorganic compounds with the usual structure
models because these structures are based on complex crystals (space groups),
aggregates, or metal lattices. Therefore, these compounds are represented by
individual polyhedral coordination of the ligands such as the octahedron or
tetrahedron (Figure 2-124d).

2.11.5
Visualization of Molecular Properties

Knowledge of the spatial dimensions of a molecule is insufficient to understand
the details of complex molecular interactions. In fact, molecular properties such
as electrostatic potential, hydrophilic/lipophilic properties, and hydrogen bonding
ability should be taken into account. These properties can be classified as: scalar
(isosurfaces), vector field, and volumetric properties.

2.11.5.1 Properties Based on Isosurfaces

Molecular orbitals were one of the first molecular features that could be visualized
with simple graphical hardware. The reason for this early representation is found
in the complex theory of quantum chemistry. Basically, a structure is more attrac-
tive and easier to understand when orbitals are displayed, rather than numerical
orbital coefficients. The molecular orbitals, calculated by semi-empirical or ab initio
quantum mechanical methods, are represented by isosurfaces, corresponding to
the electron density surfaces (Figure 2-125a).

Knowledge of molecular orbitals, particularly of the HOMO (Highest Occupied
Molecular Orbital) and the LUMO (Lowest Unoccupied Molecular Orbital), imparts
a better understanding of reactions (Figure 2-125b). Different colors (e.g., red and
blue) are used to distinguish between the parts of the orbital that have opposite
signs of the wavefunction.

Besides molecular orbitals, other molecular properties, such as electrostatic po-
tentials or spin density, can be represented by isovalue surfaces. Normally, these
scalar properties are mapped onto different surfaces (see above). This type of
high-dimensional visualization permits fast and easy identification of the relevant
molecular regions.

To display properties on molecular surfaces, two different approaches are ap-
plied. One method assigns color codes to each grid point of the surface. The
grid points are connected to lines (chicken-wire) or to surfaces (solid sphere)
and then the color values are interpolated onto a color gradient [200]. The second
method projects colored textures onto the surface [202, 203] and is mostly used to
display such properties as electrostatic potentials, polarizability, hydrophobicity,
and spin density.
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Figure 2-125. Different isovalue-based surfaces of phenylalanine a) isoelectronic density;
b) molecular orbitals (HOMO-LUMO); c) isopotential surface; and d) isosurface of the electron
cryo-microscopic volume of the ribosome of Escherichia coli.

Electrostatic Potentials

Bonaccorsi et al. [204] defined for the first time the molecular electrostatic potential
(MEP), which is clearly the most important and most used property (Figure 2-125c).
The electrostatic potential helps to identify molecular regions that are significant
for the reactivity of compounds. Furthermore, the MEP is decisive for the forma-
tion of protein-ligand complexes. Detailed information is given in Ref. [205].

Polarizability and Hydrophobicity
These properties are also relevant if molecular interactions are considered. In
contrast to electrostatic potentials, they only take effect at small distances between
interacting molecular regions.

Spin Density
Above all, spin density is most significant for radicals. Their unpaired electrons can
be localized rapidly, by visualizing this property on the molecule.
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Vector Fields

The representation of molecular properties on molecular surfaces is only possible
with values based on scalar fields. If vector fields, such as the electric fields of mol-
ecules, or potential directions of hydrogen bridge bonding, need to be visualized,
other methods of representation must be applied. Generally, directed properties
are displayed by spatially oriented cones or by field lines.

Volumetric Properties
The visualization of volumetric properties is more important in other scientific dis-
ciplines (e.g., computer tomography in medicine, or convection streams in geol-
ogy). However, there are also some applications in chemistry (Figure 2-125d),
among which only the distribution of water density in molecular dynamics simula-
tions will be mentioned here. Computer visualization of this property is usually
realized with two or three dimensional textures [203].

A comprehensive range of interesting visualization tools is provided on the Inter-
net under hitp://www2.chemie.uni-erlangen.de/projects/Chem Vis/index2.html. There,
complex factual relationships are displayed in interactive high-end graphics.

2.12
Tools: Chemical Structure Drawing Software — Molecule Editors and Viewers

2.12.1
Introduction

The development of molecule editors and molecule viewers is a highly active field
with new software constantly entering the arena. This makes it difficult for a be-
ginner to choose the “right” software. This section introduces the basics of mole-
cule editors and viewers and gives a current overview of the most widely used soft-
ware packages. Most drawing and visualization software currently runs on PCs
with MS Windows as the operating system, with only a few programs on Macin-
toshes or workstations.

A chemical structure drawing package is more than a simple, conventional draw-
ing package, such as CorelDraw or MS Paint. In fact, molecule editors are often
used to create professional-looking structure diagrams or even chemical reaction
equations for publication. Furthermore, a structure drawing program should incor-
porate the possibility of deducing additional information on the compound from
the drawing in order to make the molecule amenable to processing in computa-
tional chemistry. Therefore, the electronic structure input and the further use of
the structure or structure data play a dominant role in the field of chemoinfor-
matics, particularly in database queries or molecular modeling. Herein, the
usage of editors and viewers is different. Whereas an editor is used solely to create
a structure code such as SMILES or a connection table from a molecule, a viewer
application mainly applies these codes to visualize the structures in a more sophis-
ticated manner (Figure 2-126).
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Figure 2-126. Molecule editor applications (left-hand side) create structure codes (e.g., a CT in
the middle), which are then visualized by a viewer program (right-hand side) in a more sophis-
ticated manner.

Software applications can mainly be divided into stand-alone programs that have
to be installed on a local computer, and web-based applications. Furthermore, there
are two different techniques used in web-based applications for providing the pro-
grams: applets and plug-ins. Whereas plug-ins (helper applications) have to be in-
stalled to be displayed correctly in a browser, Java applets are loaded by the browser
on demand. The basic requirement for executing Java applets is that the Java Vir-
tual Machine (JVM) must be pre-installed on the local computer, which is often the
case.

2.12.2
Molecule Editors

Generally, molecule editors display the structure diagrams as 2D images. Stereo-
chemical information such as R/S identity can be visualized in the software by
using wedged or hashed bonds, which are well known to chemists. Nevertheless,
the structure still is only two-dimensional. If the 3D geometry of the molecule
(the 3D coordinates of the atoms) is required, it is necessary to send the
2D structure from the editor to a 3D structure generator (see Section 2.13).
Some editors already provide this 3D feature within the software. Of course simple,
appropriate drawing tools, such as different bond types (simple, double, etc.) and
element symbols are available in chemistry and text settings in the editors dis-
cussed here.

The most important feature of editing software is the option to save the structure
in standard file formats which contain information about the structure (e.g., Mol-
file, PDB-file). Most of these file formats are ASCII text files (which can be viewed
in simple text editors) and cover international standardized and normalized speci-
fications of the molecule, such as atom and bond types or connectivities (CT) (see
Section 2.4). Thus, with these files, the structure can be exchanged between differ-
ent programs. Furthermore, they can serve as input files to other chemical soft-
ware, e.g., to calculate 3D structures or molecular properties.

The introduction of the Java programming language [206] considerably increased
the interactivity of web applications and allowed chemical information to be inte-
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grated on the web in a more efficient way. Small applets could be integrated di-
rectly into a web page to add practically any desired functionality. Probably the
first molecule editor in Java was an applet written by D. Bayada from the University
of Leeds. The source code of this program was released and one can still find sev-
eral derivatives of this editor on the Internet. Independently, the Java Molecular
Editor (JME) applet was developed by P. Ertl at Ciba-Geigy (now Novartis) as
part of the company’s web-based chemoinformatics system [207], and is described
in more detail below. Several other structure drawing programs written in Java
have also been developed, and now more than 20 such programs of different com-
plexity and quality exist.

Not all available editors can be discussed in detail in this section, because their
number is rather large and the field is quite dynamic. A broad summary, with
more editors, is given in Table 2-10.

2.12.2.1 Stand-Alone Applications

2.12.21.1  CACTVS (Version 3.176; Win V 2.87)

The CACTVS molecule editor is a graphical input tool for molecular structures and
is free of charge for non-profit use. It can be used as a stand-alone or as a depen-
dent remote program of the CACTVS computation workbench. The software is
available for all platforms (excluding Macintosh systems).

One advantage of the CACTVS editor is its ability to create chemically exact
structures. Hereby, the properties of atoms (charges, chirality, etc.) and bonds
(cis/trans) can be defined via the menu bar or a mouse click. Pre-defined structure
elements of a fragment library can be dragged into the drawing area and attached
to others. Molecular formulas and molecular weights are automatically calculated
and visualized. In addition, elements of a selection panel or of the periodic table of
the chemical elements can be chosen easily. But the ultimate purpose of the mol-
ecule editor is to read and write a structure file as one of 23 data exchange formats,
including the Molfile.

http:/ fwww2.chemie.uni-erlangen.de/software/cactvs /index.html

2.12.2.1.3 ChembDraw 7.0

ChemDraw Ultra 7.0 is among the most popular commercial chemical drawing
software. It is available as a separate program or integrated into the commercial
software suite ChemOffice from CambridgeSoft Inc. with Chem3D (3D molecule
viewer, modeling software), ChemFinder (database manager), ChemInfo (chemical
databases and catalogs), and E-Lab Notebook (organizer).

The drawing software comprises a comprehensive collection of standard tools to
sketch 2D chemical structures. To specify all its facilities and tools would go far
beyond the scope of this overview, but there are some nice features that are very
useful for chemists so they are mentioned here briefly. One of these enables the
prediction of 'H and C NMR shifts from structures and the correlation of
atoms with NMR peaks (Figure 2-127). IUPAC standard names can be generated
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Figure 2-127. ChemDraw Ultra 7.0 can display eight different bond types. The 'H-NMR shift
estimations for octamethylcyclooctane are displayed in this example artificially; the calculated
spectrum is not shown here.

from chemical structures with Beilstein’s AutoNom 2.1 program. On the other
hand, for most substances a structure can be created by typing in a systematic
chemical name. Stereocenters can be identified using Cahn-Ingold—Prelog rules.
Additional physical properties such as logP, boiling point, melting point, etc., of
chemical compounds can also be computed.

hitp:/ fwww.cambridgesoft.com/

2.12.21.3 Chemistry 4D-Draw (Version 7.0)

The commercial 2D structure editor, Chemistry 4D-Draw, from ChemInnovative
Software Inc., includes two additional special modules besides conventional chem-
ical drawing tools. NamExpert provides the interpretation of a compound name ac-
cording to the IUPAC nomenclature to create the corresponding chemical struc-
ture. The latter can be represented in three different styles: the shorthand, Kekulé,
or semi-structural formula. In contrast to NamExpert, the Nomenclature module
assigns IUPAC names to drawn structures.

Drawing-, text-, and structure-input tools are provided that enable easy genera-
tion of flow charts, textual annotations or labels, structures, or reaction schemes.
It is also possible to select different representation styles for bond types, ring
sizes, molecular orbitals, and reaction arrows. The structure diagrams can be ver-
ified according to free valences or atom labels. Properties such as molecular
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weight, empirical formula, number of atoms, or percentage composition can be
calculated by the Mass Calculator. Chemistry 4D-Draw supports only Molfile as a
data exchange format.

http:/ /www.cheminnovation.com/chem4dd.html

2.12.2.1.4 ChemSketch (Version 5.0)

ChemSketch is a professional software package that is available free of charge from
Advanced Chemistry Development Inc. (ACD). Besides the editor, it has several
modules (ACD/Dictionary, ACD/Tautomers), extensions, and add-ins concerning
the calculation of physicochemical properties, input of spectra and chromato-
grams, naming of molecules, and a viewer.

The editor provides two modes for drawing: the structure and the draw mode.
This distinction is important for differentiating chemical information from con-
ventional drawings. Both modes are switchable and provide an extensive set of fea-
tures in the menu bar to create chemical structures and reactions, or just drawings.
The number of options can be quite confusing for beginners; however, one be-
comes accustomed to them after a short period of vocational adjustment.

The free valences of self-made structures or (manipulated) structures from
many templates are checked and are automatically saturated with hydrogen
atoms. Molecular properties such as empirical formula, molecular weight, percen-
tage composition, molar refractivity, refraction index, density, and the parachor
can be calculated or estimated (Figure 2-128). A wide range of bond types (e.g.,
electron-donating, stereo-nonspecific, and also organometallic such as the ferro-
cene type) are accessible. Enhanced graphics such as electron orbitals (s, p, d, f)
and other drawing aids (lines, polygons, Bezier curves, arrows) can be integrated
into the representation. Many operations are accessible via shortcuts (by simulta-
neous pressing of combinations of Control, Alt, Shift, and other keys). Online ac-
cess with the ACD/I-Lab add-on permits the prediction of properties, e.g., NMR
spectra, logP, and pK,, or IUPAC name generation of the input structures. Twelve
input/output file formats are provided which cover the most common file formats
used in chemistry (mol, rxn, cdx, etc.) and graphics (gif, wmf, etc.). ChemSketch
has detailed Help options and numerous demonstration pages of diverse tools on
the home page.

The additional integrated module, the ACD/3D Viewer, can visualize
2D structures as 3D models, after geometry optimization (see Section 2.12.3.1
and Figure 2-132, below).

hitp:/ /www.acdlabs.com /download /chemsk.html
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Figure 2-128. Screenshot showing the three possible bond types of cyclohexane in ChemSketch
V 5.0, and various tools for calculating physicochemical properties.

2.12.2.1.5 ChemWindow (Version 6.0)

ChemWindow is a commercial editor available in the Sadtler Suite (Bio-Rad
Sadtler, formerly SoftShell), which contains the additional modules SymApps
(3D rendering), Database Building, and KnowlItAll Informatics System (the last
two are primarily tools for analyzing spectra).

Chemical structures can be created without any problems with this structure edi-
tor. The user can operate with numerous tools. Besides a library of 4500 structures,
130 glassware drawings and 250 technical symbols are accessible. All structures
and drawings can be manipulated in the layout without restriction (of orientation,
color, or view). In addition, electron orbitals and other drawings (lines, reaction ar-
rows, Newman projections, text fields and tables, but no curves or polygons) can be
integrated into the representation. Molecular weights, percentage composition, or
concentrations of the molecule can be calculated, but no physicochemical proper-
ties.

ChemWindow supports ten (mostly internal) file formats for input and output,
but only Molfile as a genuine exchange format.

Several tutorials and Help options are available on the home page.

SymApps is an additional 3D molecule-rendering module from the ChemWin-
dow suite, designed for desktop visualization (see Section 2.12.3.1).

http:/ fwww.chemwindow.com /cw6.html
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Figure 2-129. Isis/Draw V 2.4 provides six different bond types and various important features
for chemical tasks.

2.12.2.1.6 ISIS/Draw (Version 2.4)

ISIS/Draw from MDL Information Systems, Inc., is free of charge for non-profit
use. The powerful structure editor has drawing tools for 2D molecular structures,
reaction equations, and publishing graphics (journal settings). Structures can ea-
sily be rotated with the “3D rotate tool” The graphical user interface provides
the ability to create chemical structures intuitively (Figure 2-129). Four data for-
mats, Molfile, Rxnfile, TGfile, and sequence-file are supported. Besides many tem-
plates (pre-defined structures), the program incorporates additional features that
automatically display hydrogen atoms at free valences or check properties (bond
order, etc.) of the chemical structure with the “Chem Inspector”. Some additional
molecular parameters can be calculated, e.g., molecular weight. Structure and re-
action databases can be generated easily with the help of this structure editor.

hitp:/ /www.mdli.com /products/isisdraw.html
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2.12.2.2 Web-Based Applications

JChemPaint and the ACDStructure Drawing Applet (ACD/SDA 1.30) are intro-
duced only briefly, whereas one of the most well-known Java editors (JME) is pres-
ented in more detail below.

JChemPaint is a chemical structure drawing applet. The noteworthy characteris-
tic of this 2D molecule editor is that it is an open source program [208]. This
means that the software and the source code of the program are freely available.
Every programmer or interested person can participate and enter individual special
requests for further development of the application.

Besides providing basic regular drawing features (different bond types, tem-
plates, coloring, etc.), JChemPaint can predict an approximate *C NMR chemical
shift range based on one-sphere HOSE codes (see Section 10.2.2.2). MDL Molfiles,
SDfiles, SMILES, and CML (Chemical Markup Language) are supported as ex-
change formats. Images can be saved as bmp, gif, jpg, png, or svg files.

A larger number of features are provided by the ACDStructure Drawing Applet
(ACDLabs). Both structures and reactions can be drawn, imported, and also ex-
ported. This applet supports Molfiles and has a large, integrated collection of
pre-defined templates, which are extensible by the user. Additionally, gif files
can be exported. It is not possible to draw or to import/export chemical reactions.

2.12.2.2.1 JME Molecule Editor

The JME Editor is a Java program which allows one to draw, edit, and display mo-
lecules and reactions directly within a web page and may also be used as an appli-
cation in a stand-alone mode. The editor was originally developed for use in an in-
house web-based chemoinformatics system but because of many requests it was
released to the public. The JME currently is probably the most popular molecule
entry system written in Java. Internet sites that use the JME applet include several
structure databases, property prediction services, various chemoinformatics tools
(such as for generation of 3D structures or molecular orbital visualization), and in-
teractive sites focused on chemistry education [209].

The basic function of the JME Editor is to allow the creation and modification of
molecules and reactions directly within a web page. The editor has all the standard
chemical drawing and editing capabilities, including a rich set of keyboard short-
cuts for adding common structural fragments easily (Figure 2-130).

A SMILES code [22], MDL Molfile [50], or JME’s own compact format (one-line
representation of a molecule or reaction including the 2D coordinates) of created
molecules may be generated. The created SMILES is independent of the way the
molecule was drawn (unique SMILES: see Section 2.3.3). Extensions to JME devel-
oped in cooperation with H. Rzepa and P. Murray-Rust also allow output of mole-
cules in the CML format [60].

The JME can also serve as a query input tool for structure databases by allowing
creation of complex substructure queries (Figure 2-130), which are automatically
translated into SMARTS [22]. With the help of simple HTML-format elements
the creation of 3D structure queries is also possible, as were used in the
3D pharmacophore searches in the NCI database system [129]. Creation of reac-
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tions is also supported (Figure 2-131), including generation of reaction SMILES
and SMIRKS [22].

The applet may also be used in a depiction mode as a molecule viewer (without
editing buttons), to visualize molecules. Internal JME format or MDL Molfiles may
be viewed in this way.

When incorporated into an HTML page, the JME applet may communicate with
other page elements (other applets or JavaScript objects). These functions allow the
JME appearance to be altered by manipulating displayed molecules or displaying
new structures. For example, JME can easily be connected with a figure in a
web page and display corresponding molecules when the mouse touches the re-
spective points on the figure. For details of JME public functions, see the JME
documentation [209].

The JME applet is written in Java 1.0, which is available in all types and versions
of web browsers. The size of the program classes is minimal (about 40 kB), which
assures fast loading. In addition, the editor may be used in a stand-alone mode as a
Java application within web pages as an applet. Thanks to the independence of the
Java platform, JME can run on Windows PCs, Mac/OS machines and practically all
UNIX clones, including, of course, LINUX.
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For non-commercial purposes and intranet applications the JME Editor may be
obtained directly from the author [209].

2.12.3
Molecule Viewers

Molecule editors represent only two-dimensional chemical structures (thus also
could be considered as 2D viewers), the third dimension is visualized by 3D view-
ers, mainly user-interactive.

In order to represent 3D molecular models it is necessary to supply structure
files with 3D information (e.g., pdb, xyz, cif, mol, etc.). If structures from a struc-
ture editor are used directly, the files do not normally include 3D data. Inclusion of
such data can be achieved only via 3D structure generators, force-field calculations,
etc. 3D structures can then be represented in various display modes, e.g., wire
frame, balls and sticks, space-filling (see Section 2.11). Proteins are visualized by
various representations of helices, f-strains, or tertiary structures. An additional
feature is the ability to color the atoms according to subunits, temperature, or
chain types. During all such operations the molecule can be interactively moved,
rotated, or zoomed by the user.

Molecular biology database providers offer different viewers with conventional
visualization options, such as Swiss-PdbViewer (SPDBV 3.7, hitp://www.expasy.
org/swissmod). These are specialized interactive molecule graphic programs for
viewing and analyzing protein and nucleic acid structures. A more extensive sum-
mary, listing more viewers, is given in Table 2-11.

2.12.3.1 Stand-Alone Applications

Some of the stand-alone programs mentioned above have an integrated modular
3D visualization application (e.g., ChemWindow — SymApps, ChemSketch —
ACD/3D Viewer, ChemDraw — Chem3D). These relatively simple viewers mostly
generate the 3D geometries by force-field calculations. The basic visualization and
manipulation features are also provided. Therefore, the molecular models can be
visualized in various display styles, colors, shades, etc. and are scalable, movable
and rotatable on the screen.

2.12.3.1.1 ISIS/Draw 2.4

ISIS/Draw has no genuine molecular visualization tool. The rotate tool changes
only the 2D rotate tool into a 3D rotate tool which rotates 2D structures in three
dimensions. In order to visualize chemical structures in different styles and per-
spectives, it is necessary to paste the drawing, e.g., to the ACD/3D Viewer.
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Figure 2-132. User-interface of the ACD/3D Viewer; the bond angle between three marked atoms
is displayed on the taskbar.

2.12.3.1.2 ACD/3D Viewer V. 5.07

This viewer module is fully integrated in the ACD/Chemsketch drawing software
which allows 3D representations to be obtained quickly via a mouse click. The
3D molecules can then be manipulated (moved, rotated, etc., but not zoomed)
and displayed in different styles (sticks, balls and sticks, spheres, etc.), fonts,
and colors. It is also possible to optimize the structure using a force-field calcula-
tion (CHARMM type) and to measure bond lengths, bond and torsion angles (see
Figure 2-132). The 3D structure representation created can only be saved in an
ACD-specific file format, or pasted into other graphics applications.

2.12.3.1.3 Chem3D Ultra V. 6.0

Chem3D is much more than a molecule viewer. This autonomous software mod-
ule from the ChemOffice package provides simple molecule editor tools to create
structures, but is mainly used as a molecular modeling tool.

2.12.3.1.4 SymApps V. 5.0

SymApps converts 2D structures from the ChemWindow drawing program into
3D representations with the help of a modified MM2 force field (see Section 7.2).
Besides basic visualization tools such as display styles, perspective views, and light
source adjustments, the module additionally provides calculations of bond lengths,
angles, etc. Moreover, point groups and character tables can be determined. Ani-
mations of spinning movements and symmetry operations can also be created
and saved as movie files (*.avi).
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2.12.3.1.5 ViewerLite 5.0

ViewerLite 5.0 from Accelrys (formerly Molecular Simulations, Inc.) is available
free of charge, and runs on MS-Windows and Macintosh. It is a high-end molecule
visualization tool for molecular models but cannot create chemical structures
(Figure 2-133). ViewerLite supports a variety of popular molecule file formats:
15, such as pdb, mol, csd, mol2, msi, xyz, etc., for input; and 12 formats (pdb,
mol, vrml, etc.) for export. Additionally, the viewer automatically generates the
3D geometry after pasting a 2D structure, for example from ISIS/Draw.

The models can be rotated, scaled, edited, labeled, and analyzed to provide a bet-
ter understanding of 3D structures. Besides conventional molecular model visuali-
zation types such as wire frame, balls and sticks, etc., the program can represent
advanced protein visualization, add missing hydrogen atoms, and rotate residues
around a bond. Atoms or amino acid sequences can be colored according to ele-
ment conventions, charges, or subunits. Molecule surfaces can be also generated
and colored.

A number of additional features are available in the commercial version Viewer
Pro, especially more import and export formats, and display and calculation op-
tions.

a0
Ble [dt View Tooks | Modfy Mindow Heb

DEE &) Hemerk Y| L A I R
- ————— e

k| w _lg: i Charge

&N 5 Hybridization

% Stemochamistry

b

o

o

)

5]

L

()

Clean the molecule:

Figure 2-133. The ViewerLite shows an elaborate depiction of hemoglobin on the right-hand side,
with the amino acids in a cascade window on the left.
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2.12.3.2 Web-Based Applications

212321 Mol

JMol, is a Java molecule viewer developed in tandem with the molecule editor
JChemPaint in an open source project. Both programs are free of charge, and
are supplied to chemists as visualization and measurement tools for
3D chemical structures. Various exchange file formats (mol, pdb, xyz, etc.) and
output formats from quantum chemistry programs (MOPAC, Gaussian, etc.)
can be loaded. The images can be saved as standard graphic formats (gif, jpg,
ppb, bmp, png).

Additional features determine properties such as interatomic distances, bond an-
gles, and dihedral angles from atomic coordinates. Animations of computed vibra-
tional modes from quantum chemistry packages are also included.

http://sourceforge.net/projects/jmol/

2.12.3.2.2 RasMol 2.7

The 3D visualization tool from Roger Sayle (GlaxoWellcome) is free of charge and
easy to use, and serves for representing molecular structures (from small mole-
cules up to macromolecules or proteins). RasMol can be used both as a stand-
alone program and as an external viewer for a web page. Both possibilities provide
identical features in a pulldown menu which is activated by a click on the right-
hand mouse button (Figure 2-134).

RasMol is open source and runs on every platform (Windows, Macintosh,
UNIX).

One significant characteristic of the program is the Command Line. Hereby, the
visualization of the molecules is directed in the viewer with commands from a
script language. The scripts, such as loop or batch files, can be saved.

hitp:/ fopenrasmol.org

Ele Edt Diply Coowes Opfons Expot Help

Figure 2-134. RasMol as
a stand-alone program.

155



156

2.12 Tools: Chemical Structure Drawing Sofiware — Molecule Editors and Viewers

2.12.3.2.3 Chime 2.6 SP4

In contrast to RasMol, Chime is not a stand-alone program, but a plug-in for web
browsers such as MS-Internet Explorer or Netscape. The user has to download and
install the plug-in before it is active. Chime makes it possible to integrate and vi-
sualize 3D structures on HTML pages. The protected source code of the free-of-
charge plug-in was developed by MDL Information Systems, Inc. The program
is based on the open source of RasMol, which was converted to C+ + and modified.
Thus, these two viewers have various similarities. An advantage of Chime is that
the plug-in can be included several times on web pages (RasMol: only once in a
page). Furthermore, the visualization of the molecules can be controlled by
using different buttons on the web page (Figure 2-135). The scripts behind
these controls are integrated in the hypertext. RasMol is only controllable via direct
scripting, which means that the kind of presentation has to be defined before in-
cluding it on a web page. Then, the Chime presentation is fixed without direct in-
teractivity of the plug-in. The latter is still accessible, similarly to RasMol, by press-
ing the right-hand mouse button, which opens a small pull-down menu where dif-
ferent representation styles can be chosen. New script commands provide a time-
controlled movement or a specified display of a molecular orientation. Text fields
(legends, annotations, etc.) can also be integrated.

www.mdli.com/chime/index.html

T B il e ewch o fpeeeis Jwie b Gebag OR
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Figure 2-135. Hemoglobin displayed on a web-page with Chime. The display can be manipulated
interactively with the mouse button.
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2.13
Tools: 3D Structure Generation on the Web

As already mentioned in Section 2.9, automatic 3D structure generation has a long
tradition in the field of chemoinformatics. Various algorithms and approaches to
addressing the problem of automatically generating 3D molecular models have
been developed and published in the literature since the early 1980s. Some of
the basic concepts and methods are discussed in Section 2.9 and a more detailed
description is given in Chapter II, Section 7.1 in the Handbook.

The basic principles of the 3D Structure Generator CORINA were also given
briefly in Section 2.9. In addition, CORINA has been made accessible to the scien-
tific community via the Internet by the original developers of the program system.
At http:/ fwww2.chemie.uni-erlangen.de/services/3d.html everybody is invited to test
CORINA interactively. Figure 2-136 shows a screenshot of the web interface to
CORINA.

The user can simply draw a chemical structure with the JME molecule editor
(see Tools Section 2.12) provided on the web page and transfer it as a SMILES
string to a form field (or even input a SMILES string of a chemical compound
into this form field). When the submit button “Generate 3D Structure” is pressed,
the structure information is sent to the web server in Erlangen, Germany, it is con-
verted to 3D by CORINA, and the 3D coordinates are sent back to the user. Finally,
the structure can be displayed either by a 3D molecule viewer (ChemSympony, Java
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Figure 2-136. Screenshot of the CORINA web interface.
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CORMA - 30 Structuns Viewar

Qlich 52 ewsicad Bon o 8l e oormsd |

Bjram —y—"

Figure 2-137. Screenshot of the 3D structure viewer and download options for the 3D structure
generated on the CORINA web interface.

applet by NetGenics, Inc., hitp://www.netgenics.com) provided by the web server in
Erlangen, or by an external viewer, e.g., RasMol or MDL Chime plug-in (see Tools
Section 2.12). In addition, the structure file including the 3D coordinates can be
downloaded in MDL SDfile or PDB file format (see Figure 2-137).

The company Molsoft L.L.C., La Jolla, CA, USA, also offers a 2D-to-3D converter
for test purposes on the Internet. Use of the web interface of Molsoft’s 2D-to-3D
converter is quite similar to that of CORINA on the web. At hitp://www.molsoft.
com/services/2d_3d_converter.htm the user can enter a SMILES string through a
web form or draw a molecule with the JME molecule editor (see Figure 2-138).
The 2D-to-3D converter is part of the ICM (Internal Coordinates Mechanics) mod-
eling package distributed by Molsoft and is based on using MMFF atom type
assignment and force-field optimization. Unfortunately, no further information
or reference is given on the entire 3D model building algorithm available on the
web page.

When the button “submit smiles” is pressed, the SMILES string is sent to the
web server of Molsoft, converted to 3D, and the 3D structure is displayed in a
Java molecule viewer on an automatically created web page (see Figure 2-139). Un-
fortunately, the Molsoft server does not support downloading of the 3D structures
in a standard file format.
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Figure 2-139. Screenshot of the 3D structure viewer of the Molsoft ICM 2D-to-3D converter.
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Essentials

Chemical structures can be transformed into a language for computer representa-
tion via line notations such as ROSDAL, SMILES, Sybyl.

Chemical structures can also be represented and handled in matrices or connec-
tion tables.

The constitution can be represented in an unambiguous and unique manner by
canonicalization (Morgan Algorithm).

Ring perception and equivalence of atoms and bonds are also very important
tasks in for processing chemical compounds.

Molfile, SDfile, and PDB-file are the most popular data exchange formats.
Stereochemistry can be represented graphically in 2D structures, but also by (per-
mutations) descriptors. It is included in all line notations and exchange formats.
3D structures can be generated with fragment-based, data-based, and numerical
methods.

Molecular surfaces can express various chemical and physical properties, such as
electrostatic potential, atomic charges or hydrophobicity, using colored mapping.
Chemical structures can be visualized in various different models.

Many programs exist which can be used to generate and visualize molecular struc-
tures.

Selected Reading

R.S. Cahn, O.C. Dermer, Introduction to Chemical Nomenclature, 5th ed., Butter-
worths, London, 1979.

For a review of different coding systems see, for example: J.E. Ash, W.A. Warr, P.
Willett, Chemical Structure Systems, Ellis Horwood, Chichester, UK, 1991.

J.E. Ash, P.A. Chubb, S.E. Ward, S.M. Welford, P. Willett, Communication Sto-
rage, and Retrieval of Chemical Information, Ellis Horwood, Chichester, UK, 1985.
Graph Theory in chemistry: A.T. Balaban, J. Chem. Inf. Comput. Sci. 1985, 25,
334-343.

Chemical Applications of Graph Theory, A.T. Balaban (Ed.), Academic Press, Lon-
don, 1976.

Isomorphism: M. Randic, J. Chem. Int. Comput. Sci., 1977, 17, 171-180.

R.C. Read, J. Graph Theory, 1977, 1, 339-363.

J. Zupan, Algorithms for Chemists, John Wiley & Sons, Chichester, UK, 1989.

D. Bawden, E.M. Mitchell, Chemical Information Systems — Beyond the Structure
Diagram, Ellis Horwood, Chichester, UK, 1990.

P. Willett, Three-Dimensional Chemical Structure Handling, John Wiley & Sons,
New York, 1991.

P.C. Jurs, Computer Software Applications in Chemistry, John Wiley & Sons, New
York, 1996.

Ctfile Formats, MDL Information Systems, CA, USA, 1998; hitp://www.mdli.com/
downloads/ctfile/ctfile_subs.html
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- PDB Format Description: hitp://www.rcsb.org/pdb/docs/format /pdbguide2.2/
guide2.2_frame.html

« P.G. Mezey, Molecular surfaces, in: Reviews in Computational Chemistry, K. Lipko-
witz, D. Boyd (Eds.), VCH, Weinheim, 1990, pp. 265-294.

+ More details on all the topics in this chapter can found in the Handbook.

Interesting Websites

« SMILES: http://www.daylight.com

« Molfile: http://www.mdli.com

- PDB Format Description: http://www.rcsb.org

« Chemical Markup Language: http://www.xml-cml.org/
« See Tables 2-10, 2-11.

Available Software

« See Tables 2.10, 2.11.

o hitp://www.cambridgesoft.com
o hitp://www.mol-net.de

« hitp://www.tripos.com

o hitp://www.mdli.com
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3
Representation of Chemical Reactions

Johann Gasteiger

Learning Objectives

To understand how to extract knowledge from reaction information

To recognize reaction classification as an important step in learning from reaction
instances

To appreciate the reaction center and its importance in reaction searching

To become familiar with basic models of chemical reactivity

To know simple approaches to quantify chemical reactivity

To be able to follow some algorithmic approaches to reaction classification

To understand the formal treatment of the stereochemistry of reactions

3.1
Introduction

Reactions represent the dynamic aspect of chemistry, the interconversion of chem-
ical compounds. Chemical reactions produce the compounds that are sold by in-
dustry and that play a big role in maintaining the standard of living of our society:
they transform the food that we take up in our body into energy and into other
compounds; and they provide the energy for surviving in a hostile environment
and the energy for a large part of our transportation systems.

Reactions are run under a variety of conditions, ranging from making large col-
lections of small amounts of compounds through parallel syntheses on well-plates,
through laboratory syntheses in standard three-necked flasks, all the way to the
large-scale industrial processes in huge reactors. In a mass spectrometer, single
molecules break up in the gas phase after ionization through electron impact; in
a cell, genes control the synthesis of complex proteins.

Clearly then, the understanding of chemical reactions under such a variety of
conditions is still in its infancy and the prediction of the course and products of
a chemical reaction poses large problems. The ab initio quantum mechanical cal-
culation of the pathway and outcome of a single chemical reaction can only be
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done after careful and time-consuming systematic studies that ask for large com-
putational resources. And even then, the effect of solvents can be estimated only
roughly, to say nothing of the prediction of the influence of catalysts, temperature,
or pressure.

Nevertheless, chemists have been planning their reactions for more than a cen-
tury now, and each day they run hundreds of thousands of reactions with high de-
grees of selectivity and yield. The secret to success lies in the fact that chemists can
build on a vast body of experience accumulated over more than a hundred years of
performing millions of chemical reactions under carefully controlled conditions.
Series of experiments were analyzed for the essential features determining the
course of a reaction, and models were built to order the observations into a concep-
tual framework that could be used to make predictions by analogy. Furthermore,
careful experiments were planned to analyze the individual steps of a reaction so
as to elucidate its mechanism.

Let us illustrate this with the example of the bromination of monosubstituted
benzene derivatives. Observations on the product distributions and relative reac-
tion rates compared with unsubstituted benzene led chemists to conceive the
notion of inductive and resonance effects that made it possible to “explain“
the experimental observations. On an even more quantitative basis, linear free
energy relationships of the form of the Hammett equation allowed the estima-
tion of relative rates. It has to be emphasized that inductive and resonance
effects were conceived, not from theoretical calculations, but as constructs to
order observations. The “explanation“ is built on analogy, not on any theoretical
method.

The objective of chemoinformatics is to assist the chemist in giving access to re-
action information, in deriving knowledge on chemical reactions, in predicting the
course and outcome of chemical reactions, and in designing syntheses. Specifically,
the problems of accomplishing the following tasks have to be solved:

- storing information on chemical reactions,

« retrieving information on chemical reactions,

- comparing and analyzing sets of reactions,

- defining the scope and limitations of a reaction type,
« developing models of chemical reactivity,

« predicting the course of chemical reactions,

- analyzing reaction networks,

- developing methods for the design of syntheses.

Chemists usually represent reactions by a reaction equation that gives the struc-
tures of the starting materials and of the products of a reaction, and, optionally, in-
formation on reagents, catalysts, solvents, temperature, etc., as well as data on the
yield of the reaction (Figure 3-1).

When is a compound to be considered as a starting material, and when as a re-
agent? There is certainly some arbitrariness involved in such a distinction, because
both a starting material and a reagent might contribute atoms to the reaction prod-
ucts. Some reaction databases consider a compound to be a starting material when
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Figure 3-1. A typical equation for a chemical reaction. 87% 97:3ds

it contributes at least one carbon atom to a reaction product, and take it as a re-
agent otherwise.

Unfortunately, in most cases not all the available information on a reaction is
given in the reaction equation in a publication, and even less so in reaction data-
bases. To obtain a fuller picture of the reaction that was performed, the text describ-
ing the experimental procedure in the publication (or a lab journal) would have to
be consulted. Reaction products that are considered as trivial, such as water, alco-
hol, ammonia, nitrogen, etc., are generally not included in the reaction equation or
mentioned in the text describing the experimental work. This poses serious prob-
lems for the automatic identification of the reaction center. It is highly desirable to
have the full stoichiometry of a reaction specified in the equation.

When are two reactions identical? Clearly, they should have the same starting
materials, and the same reaction conditions. But does a slight change in the
ratio of starting materials or in reaction temperature warrant storage of those
two reactions separately in a reaction database? In principle, yes, but it is never
done in practice! If we really want to learn more about a given reaction and how
its course can be influenced, we should know how changes in the reaction condi-
tions change the course, or the yield, of a chemical reaction.

A further indication of the poor standard of information in a reaction equation is
that the plus (+) symbol is used in a reaction equation for two entirely different
purposes (Figure 3-2).

In the first reaction equation (Figure 3.2a), the + symbol on the right-hand side
indicates that a molecule of ethanol is simultaneously, and necessarily, produced

e P
HsC=C, + H,O0 — HiC-C, +  HO—CH,CHs
O_CH2CH3 OH
OH

OH OH
NO,
+  HNO3; —» +
NO,

Figure 3-2. Two reaction equations showing two completely different uses for the (+) symbol:
a) giving a fully balanced single reaction, b) combining two parallel reactions into a single
equation that is not stoichiometrically balanced.

7
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together with acetic acid: If acetic acid is produced, then ethanol also must be
formed. In the second reaction equation (Figure 3.2b), the + symbol on the
right-hand side actually reports that there are two parallel reactions occurring,
one leading to the first product, para-nitrophenol, and a second one giving the sec-
ond product, ortho-nitrophenol. It can easily be imagined that such a dual use of
one and the same symbol for two different purposes poses problems in the auto-
matic processing of chemical reaction information. In fact, in the second case
(Figure 3.2b) the two parallel reactions are usually stored separately in reaction da-
tabases. However, links should be provided to indicate that these two reactions
occur in parallel.

Now, chemists have acquired much of their knowledge on chemical reactions by
inductive learning from a large set of individual reaction instances. How has this
been done? And how can we build on these methods and knowledge and perform
it in a more systematic manner by algorithmic techniques?

An important step in learning from individual reactions is the grouping of
reaction instances into reaction types, the classification of reactions. In this
chapter we first show different approaches that have been made in chemistry
to classify reactions into reaction types (Section 3.2). We then emphasize the
importance of the reaction center, and the bonds broken and made in a chem-
ical reaction (Section 3.3). Next, we present some of the reasoning that has
been put forward by chemists to rationalize the breaking and making of cer-
tain bonds in a molecule. In addition, we will discuss some simple methods
for a more quantitative treatment of chemical reactivity (Section 3.4). Building
on these discussions, in Section 3.5 we present a few approaches to reaction
classification that have also been implemented as algorithms. Section 3.6
deals with the stereochemistry of reactions and its handling by permutation
groups.

3.2
Reaction Types

The first step in an inductive learning process is always to order the observations to
group those objects together that have essential features in common and to sepa-
rate objects that are distinctly different. Thus, in learning from individual reactions
we have to classify reactions — we have to define reaction types that encompass a
series of reactions with essential common characteristics. Clearly, the definition of
what are essential common features is subjective and thus a variety of different
classification schemes have been proposed.

Chemists usually learn about reactions according to functional groups; for exam-
ple, “How can I make an aldehyde and what reactions are known for aldehydes?*
This is clearly not a very good starting point for classifying reactions. The poor state
of affairs in the definition of reaction types is further quite vividly illustrated by the
fact that many chemical reactions are identified by being named after their inven-
tor: Diels—Alder reaction, Michael addition, Lobry—de Bruyn-van Ekenstein rear-
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Figure 3-3. Representative, simple examples of a substitution, an addition, and an elimination
reaction showing the number, n, of reaction partners, and the change in n, An, during the
reaction.

rangement, etc. Secretive as this grouping of reactions into name reactions might
seem, chemists nevertheless associate with a certain name reaction much know-
ledge on its essential features, its mechanism, and its scope and limitations.

On a more rational basis, reactions can be classified according to the overall
change in molecularity, the change An in the number of molecules (1) participating
in a reaction (Figure 3-3).

A more detailed classification of chemical reactions will give specifications on
the mechanism of a reaction: electrophilic aromatic substitution, nucleophilic
aliphatic substitution, etc. Details on this mechanism can be included to var-
ious degrees; thus, nucleophilic aliphatic substitutions can further be classified
into SyI and Sy2 reactions. However, as reaction conditions such as a change
in solvent can shift a mechanism from one type to another, such details are of
interest in the discussion of reaction mechanism but less so in reaction classi-
fication.

33
Reaction Center

Essential features of any chemical reaction are the bonds broken and made in its
course and, where applicable, the free electrons shifted. The atoms and bonds
directly involved in the bond and electron rearrangement process constitute the
reaction center. With the reaction center specified, studies can be done to elucidate
a reaction mechanism, to determine the sequence of events in breaking and
making bonds. Figure 3-4a shows the overall bond change during the elimination
of hydrogen bromide from an alkyl bromide to give an alkene. The three possible
mechanisms for achieving this reaction are:
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Figure 3-4. a) The reaction site of an elimination reaction. The bonds to be broken are crossed
through, and the bonds to be made are drawn with heavy lines. b) to d): The three mechanisms to
achieve this reaction.

« loss of bromide ion first, followed by deprotonation (Figure 3-4b):
E1 mechanism);

« deprotonation first, followed by loss of bromide ion (Figure 3-4c):
E1cB mechanism);

« simultaneous loss of a proton and a bromide ion (Figure 3-4d): E2 mechanism).

Each of these three reaction mechanisms can be observed, depending on the other
groups bonded to the reaction center and the reaction conditions chosen. The elu-
cidation of the mechanism of reactions is the primary vehicle for deepening our
understanding of the driving forces of chemical reactions. Chemists have amassed
a huge arsenal of methods to shed light on the sequence of events that occur and
the intermediates that are involved on the pathway from the starting materials to
the products of a reaction. Chemoinformatics tools can help in analyzing reaction
information and thus in increasing our knowledge of the factors influencing the
course and products of chemical reactions. Clearly, the deeper the analysis can
be driven, the more detailed the available information. Unfortunately, basically
no information on reaction mechanisms or kinetic data is stored at present in re-
action databases.

Consideration of the reaction center or reaction site is of central importance in
reaction searching. It does not suffice to specify the functional groups in the start-
ing materials and in the products of a reaction when one is interested in a certain
transformation. On top of that, one also has to specify that these functional groups
should participate directly in the reaction — that they should be part of the reaction
center.
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Figure 3-5. The search for a) oxidations of primary alcohols to carboxylic acids will obtain
reaction b) as a hit, although this reaction is in reality a hydrolysis of an ester. c¢) The correct
specification of the query to obtain reactions involving the oxidation of alcohols to carboxylic
acids.

Thus, when one is interested in oxidations of primary alcohols to carboxylic
acids, it does not suffice to specify that the starting material should contain a pri-
mary alcohol and the product should contain a carboxyl group (Figure 3-5a). For
then the reaction in Figure 3-5b will also be retrieved as a hit, although, in reality,
it constitutes the hydrolysis of an ester to an acid. Only when it is specified that the
primary alcohol and the acid should be part of the reaction center by indicating
which bonds should be broken and made in the course of the reaction (Figure
3-5¢), will reaction Figure 3-5b not be a hit; only then will reactions that show
the desired oxidation of primary alcohols to acids be obtained as hits.

The reaction center has either to be specified when inputting a reaction into a
database, or it has to be determined automatically. Specification on input is
time-consuming but it can benefit from the insight of the human expert, particu-
larly so if the reaction input is done by the primary investigator as is the case in an
electronic notebook. Automatic determination of reaction centers is difficult, parti-
cularly so when incomplete reaction equations are given where the stoichiometry
of a reaction is not balanced (see Section 3.1). One approach is to try first to com-
plete the stoichiometry of a reaction equation by filling in the missing molecules
such as water, N,, etc. and then to start with reaction center determination. A
few systems for automatic reaction center specification are available. However, little
has been published on this matter and therefore it is not discussed in any detail
here.
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3.4
Chemical Reactivity

3.4.1
Physicochemical Effects

Quantum chemical methods have matured to a high level of sophistication allow-
ing the calculation of the energies of transition states and the geometry of reaction
coordinates to a high degree of accuracy. Such calculations, however, are rather
time-consuming, only allowing the investigation of single reactions one at a time.

Thus, when a large set of chemical reactions has to be investigated, an inductive
learning process, deriving knowledge on chemical reactions and reactivity from a
series of reactions, still has many merits. Such chemical knowledge can be put
into models that then allow one to predict the course of new reactions.

Some of the concepts that chemists have introduced for the discussion of chem-
ical reactivity are summarized below. Much of this will be common knowledge to
readers that have studied chemistry; they can easily skip this section. However, for
readers from other scientific disciplines or whose chemical knowledge has become
rusty, some fundamental concepts are presented here.

Chemists have formulated a variety of concepts of a physicochemical or theore-
tical nature in their endeavors to order their observations on chemical reactions
and to develop insight into the effects that control the initiation and course of
chemical reactions. The main effects (but not the only ones, by far) influencing
chemical reactivity are described below.

3.4.1.1 Charge Distribution

Carbon and hydrogen atoms have similar electron-attracting power, and thus com-
pounds consisting of these two kinds of atoms only, hydrocarbons, have a uniform
electron density distribution and no polarity. Heteroatoms such as oxygen, nitro-
gen, or the halogen atoms, on the other hand, have a higher electron-attracting
power, i.e., higher electronegativity, and thus introduce polarity into organic com-
pounds. A simple picture expressing this notion is drawn by showing these atoms
bearing a partial negative charge; consequently, the atoms to which they are
bonded carry a partial positive charge (Figure 3-6a). Metal atoms, on the contrary,
are less electronegative than carbon atoms and thus give electron density away, pro-
viding adjacent carbon atoms with a partial negative charge. Reagents with sites of
high electron density (nucleophilic agents) seek atoms with low electron density
and, conversely, atoms with low electron density (electrophilic agents) bind to
atoms with high electron density.

Appealing and important as this concept of a molecule consisting of partially
charged atoms has been for many decades for explaining chemical reactivity and
discussing reaction mechanisms, chemists have only used it in a qualitative man-
ner, as they can hardly attribute a quantitative value to such partial charges. Quan-
tum mechanical methods (see Section 7.4) as well as empirical procedures (see
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Figure 3-6. a) The charge distribution, b) the inductive effect, and c) the resonance effect,
d) the polarizability effect, e) the steric effect, and f) the stereoelectronic effect.

Section 7.1) have been developed to assign quantitative values to the partial charges
of the atoms in a molecule [1, 2]. This opens the door to defining chemical reactiv-
ity on a more quantitative basis.

3.4.1.2  Inductive Effect

The polarizing influence of an electronegative atom decreases with the number of
intervening o-bonds. This is called the inductive effect and is indicated in Figure 3-
6b by a progression of 8 symbols. It is generally accepted that the inductive effect is
attenuated by a factor of 2-3 by each intervening bond. The inductive effect is not
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only operative in the ground state of a molecule but also exerts its influence when
bonds are broken heterolytically. Then, electronegative atoms adjacent to the react-
ing bond will stabilize incipient negative charges; and vice versa. It has been shown
that residual electronegativity as calculated by the PEOE method (see Section 7.1)
can be taken as a quantitative measure of the inductive effect [3].

3.41.3 Resonance Effect

The charges that are generated on heterolysis, on polar breaking of a bond, can also
be stabilized by delocalization, as observed in conjugated z-systems (Figure 3-6c).
This is called the resonance or mesomeric effect and it usually has an even greater
influence on chemical reactivity than the inductive effect [2]. The RAMSES data
structure (see Section 2.6.2) is particularly suited for determining conjugated
7-systems.

3.4.1.4 Polarizability Effect

An electric field induces a dipole in a molecule; the magnitude of this dipole is pro-
portional to the polarizability of the molecule, which is measured by the mean mo-
lecular polarizability due to motion-averaging. In chemical reactions, charges
within a molecule may be generated by bond breaking or bond formation.
Atoms that have a high polarizability can stabilize such charges, but they do so
more the closer they are to these charges. Furthermore, groups that have more po-
larizable electrons can better provide such electrons to the reacting complex. This
explains the increase in reaction rate on going from the chloride through the bro-
mide to the iodide ion in nucleophilic aliphatic substitution (Figure 3-6d). In
Section 7.1, a method for the quantification of the polarizabilitiy effect is
presented [4].

3.41.5 Steric Effect

The attack by a reagent of a molecule might be hampered by the presence of other
atoms near the reaction site. The larger these atoms and the more are there, the
higher is the geometric restriction, the steric hindrance, on reactivity. Figure 3-
6e illustrates this for the attack of a nucleophile on the substrate in a nucleophilic
aliphatic substitution reaction.

3.4.1.6 Stereoelectronic Effects

Some reactions require the bonds being broken or made in a reaction to be aligned
with other parts (- or free electrons) of a molecule. These requirements are called
stereoelectronic effects. Figure 3-6f shows that the bromide ion has to open a bro-
monium ion by an anti attack in order that the new bond is formed concomitantly
with the breaking of one bond of the three-membered ring.
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342
Simple Approaches to Quantifying Chemical Reactivity

3.42.1 Frontier Molecular Orbital Theory

With the advent of quantum mechanics, quite early attempts were made to obtain
methods to predict chemical reactivity quantitatively. This endeavor has now ma-
tured to a point where details of the geometric and energetic changes in the course
of a reaction can be calculated to a high degree of accuracy, albeit still with quite
some demand on computational resources.

In view of this, early quantum mechanical approximations still merit interest, as
they can provide quantitative data that can be correlated with observations on
chemical reactivity. One of the most successful methods for explaining the course
of chemical reactions is frontier molecular orbital (FMO) theory [5]. The course of a
chemical reaction is rationalized on the basis of the highest occupied molecular or-
bital (HOMO) and the lowest unoccupied molecular orbital (LUMO), the frontier
orbitals. Both the energy and the orbital coefficients of the HOMO and LUMO
of the reactants are taken into account.

As an example, we shall discuss the Diels—Alder reaction of 2-methoxybuta-1,3-
diene with acrylonitrile. Figure 3-7 gives the reaction equation, the correlation dia-
gram of the HOMOs and LUMOs, and the orbital coefficients of the correlated
HOMO and LUMO.

FMO theory requires that a HOMO of one reactant has to be correlated with the
LUMO of the other reactant. The decision between the two alternatives — i.e., from
which reactant the HOMO should be taken — is made on the basis of which is the
smaller energy difference; in our case the HOMO of the electron rich diene, 3.1,
has to be correlated with the LUMO of the electron-poor dienophile, 3.2. The smal-
ler this HOMO-LUMO gap, the higher the reactivity will be. With the HOMO and
LUMO fixed, the orbital coefficients of these two orbitals can explain the regios-
electivity of the reaction, which strongly favors the formation of 3.3 over 3.4.
The new bonds will be made between those two ends of the reactants where the
orbital coefficients of the frontier orbitals match best, where both have the largest
coefficients.

The importance of FMO theory lies in the fact that good results may be obtained
even if the frontier molecular orbitals are calculated by rather simple, approximate
quantum mechanical methods such as perturbation theory. Even simple additivity
schemes have been developed for estimating the energies and the orbital coeffi-
cients of frontier molecular orbitals [6].

3.4.2.2 Linear Free Energy Relationships (LFER)
Quite some time ago, in the 1940s, inroads were made into quantifying chemical
reactivity on the basis of ordering series of reaction observations and their asso-
ciated quantitative data.

Hammett [7] was the first to develop an approach that was later subsumed under
Linear Free Energy Relationships (LFER). He showed that the acidity constants of a
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Figure 3-7.  FMO treatment of a) a Diels—Alder reaction equation, b) correlation diagram,
c) orbital coefficients.

series of benzoic acids can be broken down into contributions of the substituents
and an inherent sensitivity of the reaction system.

log K,/log Ky = 0, p M

The logarithm of the equilibrium constant, K, for the chemical equation shown in
Figure 3-8a for a substituted benzoic acid can be related to the logarithm of the
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Figure 3-8 a) The dissociation of substituted benzoic acids (X = substituent), and b) the hy-
drolysis of benzoic acid methyl esters.

equilibrium constant, K, of the unsubstituted benzoic acid by Eq. (1). In this equa-
tion, o, is a constant specific to the substituent X, and p is specific to the reaction
investigated, showing how sensitively the reaction responds to different substitu-
ents. For the acidity of benzoic acids p was set equal to 1 allowing one to fix a
scale for the substituent constants, o. Similar relationships could be set up for
other equilibrium constants of chemical reactions. It was also shown that in a si-
milar manner reaction rates, k, such as for the hydrolysis of benzoic acid esters
(Figure 3-8b) can be represented (Eq. (2)).

log ky/log ko = 7, - p @)
Table 3-1 gives substituent constants for several groups.
Thermodynamics shows that equilibrium constants can be related to Gibbs free

energies, AG, by Eq. (3).

AG° = —RTIn K (3)

Table 3-1. Substituent constants for various groups to be used in Egs. (1) and (2)
(0, for substituents in the meta position, g, for substituents in the para position).

Substituent Om o,

H =0.0 =0.0
CH; -0.069 -0.170
C¢Hs 0.06 ~0.01
CF, 0.43 0.54
CN 0.56 0.66
NH, -0.16 ~0.66
NO, 0.71 0.778
OCH; 0.115 -0.268
OH 0.121 -0.37
Cl 0.373 0.227
Br 0.391 0.232
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Thus, Eq. (1) can be written as in Eq. (4):
AG, — AGy = -2.3RTo, - p (4)

This shows that Egs. (1) and (2) are basically relationships between the Gibbs free
energies of the reactions under consideration, and explains why such relationships
have been termed linear free energy relationships (LFER).

Taft showed that LFER can also be established for aliphatic systems [8]. Taft com-
pared the hydrolysis of substituted aliphatic methyl esters under basic conditions
with the corresponding acid-catalyzed reactions.

Taft then noted that the tetrahedral intermediates of both reactions differ by only
two protons, suggesting that the steric effect in both reactions is expected to be the
same. Taking the difference in these reaction rates, thus allowed the quantification
of the inductive effect.

This work already showed that substituent constants of one reaction can only be
transferred to another reaction when similar effects are operating and when they
are operating to the same extent. In order to find a broader basis for the transfer-
ability of substituent constants, they were split into substituent constants for the
resonance effect and those for the inductive effect.

Decades of work have led to a profusion of LFERs for a variety of reactions, for
both equilibrium constants and reaction rates. LFERs were also established for
other observations such as spectral data. Furthermore, various different scales of
substituent constants have been proposed to model these different chemical sys-
tems. Attempts were then made to come up with a few fundamental substituent
constants, such as those for the inductive, resonance, steric, or field effects.
These fundamental constants have then to be combined linearly to different ex-
tents to model the various real-world systems. However, for each chemical system
investigated, it had to be established which effects are operative and with which
weighting factors the fundamental constants would have to be combined. Much
of this work has been summarized in two books and has also been outlined in a
more recent review [9-11].

The importance of all this work lies in the fact that it established for the first
time that chemical reactivity data for a wide series of reactions can be put onto
a quantitative footing. With continuing research, however, it was found that the
various chemical systems required quite specific substituent constants of their
own, leading to a decline in interest in LFER. Nevertheless, substituent constant
scales are still in use and methods for calculating or correlating them are still of
interest [12].

3.4.2.3 Empirical Reactivity Equations

LFER suffer from an artificial separation of a molecule into skeleton, reaction site,
and substituent. The physicochemical effects mentioned in section 3.4.1 and the
methods presented in section 7.1 for their calculation consider a molecule as a
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whole and provide quantitative values that can be used for the correlation of reac-
tivity data by statistical methods or neural networks.

As an example, experimental kinetic data on the hydrolysis of amides under
basic conditions as well as under acid catalysis were correlated with quantitative
data on charge distribution and the resonance effect [13]. Thus, the values on
the free energy of activation, AG”, for the acid catalyzed hydrolysis of amides
could be modeled quite well by Eq. (5)

AG* = 61.1 + 1.32 R'¢ + 0.33 Ry — 51.8 Agyc (in kJ / mol) (5)

In this equation, R" measures how well a positive charge can be stabilized by the
resonance effect on the carbonyl carbon atom, and R"y how well a positive charge
can be stabilized on the nitrogen atom of the amide group. Agyc gives the charge
difference between the carbon and the nitrogen atom of the amide group [13]. All
these effects will be considered by a chemist to be of influence on this reaction;
here they could be quantified.

It was further shown that such equations could be extended to a wide variety of
amides and related compounds and even allowed the prediction of the degradation
products of agrochemicals of the benzoylphenylurea type [13]

35
Reaction Classification

Since 1970 a variety of reaction classification schemes have been developed to allow
a more systematic processing of the huge variety of chemical reaction instances
(see Chapter III, Section 1 in the Handbook). Reaction classification serves to com-
bine several reaction instances into one reaction type. In this way, the vast number
of observed chemical reactions is reduced to a manageable number of reaction
types. Application to specific starting materials of the bond and electron changes
inherent in such a reaction type then generates a specific reaction instance.

From among the many reaction classification schemes, only a few are mentioned
here. The first model concentrates initially on the atoms of the reaction center and
the next approach looks first at the bonds involved in the reaction center. These are
followed by systems that have actually been implemented, and whose performance
is demonstrated.

3.5.1
Model-Driven Approaches

Model-driven approaches classify reactions according to a preconceived model,
a conceptual framework.
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3.5.1.1 Hendrickson’s Scheme
Hendrickson [14, 15] concentrated mainly on C-C bond-forming reactions because
the construction of the carbon atom skeleton is the major task in the synthesis of
complex organic compounds. Each carbon atom is classified according to which
kind of atoms are bonded to it and what kind of bonds (¢ or z) are involved
(Figure 3-9).

The number of bonds to R, I1, Z, and H atoms is given by the numbers o, 7, z,
and h, respectively. For any uncharged carbon atom Eq. (6) must hold.

o+ 7w+ z+ h=4 (6)
These numbers carry other chemical information. For example, z — h = x gives the

oxidation state of a carbon atom. In effect, each carbon atom is classified according
to its oxidation state, x, and its attachment to other carbon atoms.

(c-bond to C) H 0
R | »
I_T (n-bondto C) H—(IZ—C\
\I_:z (o— or n—bond to electronegative atom) /H \H
(c— or t—bond to electropositive atom) [RHHH] [RZZH]

Figure 3-9. Hendrickson’s classification of atom types, and an example.

Unit reactions at each carbon atom are then composed of unit exchanges of one
bond type against another. There are 16 such exchanges possible at one carbon
atom, each denoted by two letters, the first one for the bond made and the second
for the bond broken. Figure 3-10 shows an example and Table 3-2 gives all the pos-
sible unit exchanges.

Skeletal changes are characterized by changes in R, with constructions having
positive values (+R) and fragmentation negative (-R); functionality changes have
+I1I, £7Z, or =H.

Complete reactions are obtained by the combination of these unit exchanges into
composite reactions. Figure 3-11 gives the example of an allylic substitution.

This example again emphasizes that Hendrickson only considered the bond
changes at the carbon atoms of a reaction.

On this basis Hendrickson classified organic reactions. A distinction is made be-
tween refunctionalization reactions and skeletal alteration reactions. Refunctiona-
lizations in almost all cases have no more than four carbon atoms in the reaction
center. Construction or fragmentation reactions have no more than three carbon
atoms in each joining or cleaving part of the molecule. Thus, these parts are treated

Py reduction LP—H
—C, ————*> —C-H
HZ H

Figure 3-10.
RZZH RZHH Example of a unit exchange in a reaction.
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Table 3-2. The 16 possible unit exchanges at any skeletal carbon atom.

Ax Ar Ao
Substitution HH, ZZ, RR, III 0 0 0
Oxidation ZH +2 0 0
Reduction HZ -2 0 0
Elimination mH +1 -1 0
nz -1 +1 0
Addition HIT -1 -1 0
711 +1 -1 0

Construction RH -1 0 +1

RZ -1 0 +1

RIT 0 -1 +1

Fragmentation HR -1 0 -1

ZR +1 0 -1

R 0 +1 -1

separately as half-reactions. This classification system was used to index a data-
base of 400000 reactions [14].

HiC_ ~ H GHs
c=C, + H-OH —> HO-C-CH=CH, + H-Br
HsC CH,-Br CI:Hs
111 Iz
Ce=C -- - made bond
Vi \ made
1 C Z — broken bond
7 H' = unchanged bond
[Z.II1.211

Figure 3-11.  Allylic substitution as a composite reaction in Hendrickson’s scheme.

3.5.1.2 Ugi’s Scheme
In the mid 1970s, Ugi and co-workers developed a scheme based on treating reac-
tions by means of matrices — reaction (R-) matrices [16, 17]. The representation of
chemical structures by bond and electron (BE-) matrices was presented in
Section 2.4. BE-matrices can be constructed not only for single molecules but
also for ensembles of them, such as the starting materials of a reaction, e.g., form-
aldehyde (methanal) and hydrocyanic acid as shown with the BE-matrix, B, in
Figure 3-12. Figure 3-12 also shows the BE-matrix, E, of the reaction product,
the cyanohydrin of formaldehyde.

Having the BE-matrices of the beginning, B, and the end, E, of a reaction, one
can calculate E - B = R. As can easily be seen, the entries r; in the R-matrix indicate
the bonds broken and made in the course of this reaction.
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Figure 3-12. The reaction of formaldehyde with hydrocyanic acid to give a cyanohydrin, and the
matrix representation of this reaction.

An R-matrix has a series of interesting mathematical properties that directly re-
flect chemical laws. Thus, the sum of all the entries in an R-matrix must be zero, as
no electrons can be generated or annihilated in a chemical reaction. Furthermore,
the sum of the entries in each row or column of an R-matrix must also be zero as
long as there is not a change in formal charges on the corresponding atom. An
elaborate mathematical model of the constitutional aspects of organic chemistry
has been built on the basis of BE- and R-matrices [17].

Clearly, BE- and R-matrices have far too many entries of zero to be useful for
direct computer implementation. Furthermore, the number of entries in BE- and
R-matrices increases by N°, N being the number of atoms in the molecule, so
any implementation will try to use a representation such as a connection table
where the number of entries increases linearly with the number of atoms.
Using a connection table, an R-matrix will be stripped down to its non-zero
elements. In the further discussion we will therefore only consider the bonds
being broken and made in a reaction.

The merit of the mathematical model [17] inherent in the BE- and R-matrices
lies in the fact that it emphasized two essential points:

1. The representation of chemical species should take account of all valence elec-
trons.

2. Reactions should be represented by the shifting of bonds and electrons in the
reaction center.

An R-matrix expresses the bond and electron rearrangement in a reaction. The
R-matrix of Figure 3-12 reflects a reaction scheme, the breaking and the making
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of two bonds, that is at the foundation of the majority of all organic reactions.
Figure 3-13 shows this scheme and some examples of it, such as nucleophilic ali-
phatic substitutions (a), additions to multiple bonds and (in reverse) elimination
reactions (b), electrocyclic reactions (c), and electrophilic aromatic substitutions (d).

Concentration on the types of bonds broken or made in a reaction provides
a basis for reaction classification. We first show this only for one bond (Figure
3-14). On the first level of a hierarchy, a bond can be distinguished by whether
it is a single, double, or triple. Then, on the next level, a further distinction can
be made on the basis of the atoms that comprise the bond.

Any more complicated reaction scheme involving several bonds can be classified
accordingly. Thus, a comprehensive system for a hierarchical classification of reac-
tions can be built.

A~B A B

o 1]

c-D ¢ D
—C—Cl |

~c” cl

Y — | + @)
N—H NN :

/

C'C/
VAN | |

+ —— —C-C— (b)
H—OH H OH

7 I
—_—
~ | (c)
H
oY
—_— @ + H—OH (d)
+

OQN_OH
Figure 3-13. The reaction scheme comprising the breaking and the making of two bonds and
some examples of reactions following this scheme.
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T

| \ / \ Figure 3-14. Different levels
= o

of specification for a bond
participating in a reaction.

Some systematic studies on the different reaction schemes and how they are rea-
lized in organic reactions were performed some time ago [18]. Reactions used in
organic synthesis were analyzed thoroughly in order to identify which reaction
schemes occur. The analysis was restricted to reactions that shift electrons in
pairs, as either a bonding or a free electron pair. Thus, only polar or heterolytic
and concerted reactions were considered. However, it must be emphasized that
the reaction schemes list only the overall change in the distribution of bonds
and free electron pairs, and make no specific statements on a reaction mechanism.
Thus, reactions that proceed mechanistically through homolysis might be included
in the overall reaction scheme.

Diels Alder reaction
&
+ L —_—
CN
electrocyclic ring closure
S
I —
P
Cope rearrangement
z
N

=
—
=

Favorskii rearrangement

fe) HO. O
Br
+ H-I-OH -_— + H—Br

Figure 3-15. The reaction scheme breaking three and making three bonds, and some of the
reaction types that fall into this scheme.
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A A
X 1 — X
B B
Cl \ O
1IS: + 1 —_— IS
Cl / cl
. N\ 7 I
Figure 3-16. A reaction scheme N C ~ _.C—
that changes the number of bonds /C= + _— /C\é_
at one atom, and some specific PN |

examples.

Next, an attempt was made to evaluate the quantitative importance of the various
reaction schemes [19]. To this effect, a printed compilation of 1900 reactions deal-
ing with the introduction of one carbon atom bearing a functional group [20] was
analyzed and each reaction assigned manually to a corresponding reaction scheme.
The results are listed in Table 3-3.

Clearly, this choice of a reference set of organic reactions is arbitrary, not neces-
sarily representative of the whole set of organic reaction types described in the lit-
erature, and therefore not free from bias. However, it does give some indication of
the relative importance of the various reaction schemes. It is quite clear that the
reaction scheme shown in Figure 3-13 (R1 of Table 3-3) comprises the majority
of organic reactions; in most compilations of reactions it will account for more
than 50 % of all reactions.

Such an analysis of the literature for assigning reaction types to different reac-
tion schemes definitely has merits. However, it does not say anything about the
importance of a reaction type, such as how frequently it is actually performed in
the laboratory.

Clearly, such statistics are impossible to obtain on a worldwide basis. However, it
is quite clear that organic reaction types that follow reaction scheme R1 (Table 3-3,
Figure 3-13) are among the most frequently performed. This shifts the balance
even further in the direction of this reaction scheme, lending overwhelming impor-
tance to it.

The second most important reaction scheme is the next higher homolog to that
shown in Figure 3-13, involving the breaking and making of three bonds.
Figure 3-15 shows this reaction scheme and some reaction types that follow it.

It has to be emphasized that a reaction scheme shows the overall bond change in
a reaction and does not imply anything about the timing of the bond breaking and
making. Thus, whereas the first three reaction types in Figure 3-15 are concerted
reactions simultaneously breaking and making the three bonds, the last one, the
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Table 3-3. Quantitative analysis of reaction schemes.

Notation  Reaction scheme Frequency
[%]
R23 A-B— A+ B: 0.60
R32 A: +:B— A=B 0.40
R11 A-B+ CH>AC+B 0.47
R21 A-B + C: > A-C-B 6.11
R33 A+B-Co>AB+ C 0.20
R12 A:+ B-C - A-C + B: 1.68
R25 A+ B-C+D: > A-B+ C-D 0.74
R1 A-B + C-D - A-C + B-D 51.38
R3 A-B+ C-D—>A+ B-C+ D: 1.01
R5 A-B +:C-D - A-C-B + D: 0.87
R8 A-B+ C-D+ E:—>A-C+ D-E + B: 2.35
R34 A=B — A: + B: 0.27
R35 A=B + C: > A=C + B: 0.07
R36 A=B + C: + D: = C-A-D + :B-E 0.20
R37 A=B + C-D + E: - C-A-D + :B-E 0.67
R31 A=B + C-D + E-F — C-A-E + D-B-F 3.63
R2 A-B+ C-D + E-F - A-C + D-E +B-F 19.48
R15 A-B + C-D + :E-F - A-E-D + B-C + F: 2.55
R28 AB+CD+ EF+ G —>AF+BD+EG+ C 0.34
R17 A-B+ C-D+ E-F+ G-H— A-D+ B-H+ C-E + F-G 0.74
R38 A-B+ CD+ EF+ G-H—-AC+ B-G+ D-E-H + F: 0.13
R30 A-B+ CD+E-F+G-H+ .- A-I+ B-D+ C-FE-G+ E-G+ H: 0.13
R22 A-B-C - A-C + B: 0.20
R7 A-B-C + D-E — D-B-E + A-C 0.20
R9 A-B-C + D-E - A-D + E-C + B: 1.21
R39 A-B-C + D-E + F-G + H: > A-F + C-H + E-B-G +D: 0.27
R40 A-B-C + D-E + F-G + H-I -» A-G + C-D + E-F + H-B-I 0.07
R41 A-B-C + D-E-F — A-F + B=E + C-D 067
R19 A-B-C + D-E-F + G-H — A-F B=E + C-H + D-G 0.54

R10 A-B-C + D=E — A-D-C + B=E 2.82
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is: + OH — is’ IL —_— 15=0
4 OH ///O_ H

Figure 3-17. Consecutive application of two reaction schemes to model the oxidation of
thioethers to sulfoxides.

Favorskii rearrangement, is a stepwise reaction with the breaking and making of
the three bonds at different time intervals.

The two reaction schemes of Figures 3-13 and 3-15 encompass a large propor-
tion of all organic reactions. However, these reactions do not involve a change in
the number of bonds at the atoms participating in them. Therefore, when oxida-
tion and reduction reactions that also change the valency of an atom are to be con-
sidered, an additional reaction scheme must be introduced in which free electron
pairs are involved. Figure 3-16 shows such a scheme and some specific reaction
types.

Clearly, for symmetry reasons, the reverse process should also be considered. In
fact, early versions of our reaction prediction and synthesis design system
EROS [21] contained the reaction schemes of Figures 3-13, 3-15, and 3-16 and
the reverse of the scheme shown in Figure 3-16. These four reaction schemes
and their combined application include the majority of reactions observed in or-
ganic chemistry. Figure 3-17 shows a consecutive application of the reaction
schemes of Figures 3-16 and 3-13 to model the oxidation of thioethers to sulfoxides.

It has to be emphasized that these formal reaction schemes of Figures 3-13,
3-15, and 3-16 have the potential to discover novel reactions. Application of
these bond- and electron-shifting schemes to specific molecules and bonds may
correspond to a known reaction but may also model a completely novel reaction.

Herges has systematically investigated certain reaction schemes and their reali-
zation in chemistry; this led him to instances that were without precedent. He
could then verify some of these experimentally and thus discover new reactions [22].

3.5.1.3 InfoChem’s Reaction Classification
The reaction databases of MDL Information Systems, Inc., use a reaction classifi-
cation method developed by InfoChem GmbH [23] (see also Chapter X, Section 3.1
of the Handbook). The algorithm considers, for each atom of the reaction center,
the atom type, valence state, total number of bonded hydrogen atoms, number
of m-electrons, aromaticity, and formal charge. These pieces of information are
merged into a hash code [24]. This comprises the broad classification. a medium
classification is obtained from the atoms of the reacting bonds and the atoms di-
rectly bonded to them (the a-atoms), again by hashcoding. A narrow classification
is generated from the atoms of the reaction center and their ¢- and f-neighboring
atoms through hashcoding.

This reaction classification allows users to browse through hits of reaction
searches, thus enabling them to focus on the types of reaction in which they are
interested.
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—OR — CHO — COOR —CN —SO,R —PO(OR),
electron radical electron I\_/{Viﬂig-
. L ) . orner
donating stabilizing withdrawing .
reaction

Figure 3-18. A different classification of substituents at the reaction site.

3.5.2
Data-Driven Approaches

Whereas a model-driven method imposes a rigid classification scheme onto a set
of reactions, the data-driven methods try to derive a classification from the data
presented.

3.5.21 HORACE

Gelernter and Rose [25] used machine learning techniques (Chapter IX, Section 1.1
of the Handbook) to analyze the reaction center. Based on the functionalities at-
tached to the reaction center, the method of conceptual clustering derived the fea-
tures a reaction needed to possess for it to be assigned to a certain reaction type. A
drawback of this approach was that it only used topological features, the functional
groups at the reaction center, and its immediate environment, and did not consider
the physicochemical effects which are so important for determining a reaction me-
chanism and thus a reaction type.

A functional group can, however, have different effects, depending on the me-
chanism of a reaction type and depending on the electron demand on the reaction
center. Thus, Figure 3-18 shows how functional groups can be considered as either
electron-donating or radical-stabilizing (e.g., OR), or as either radical-stabilizing
or electron-withdrawing (e.g., CN). Furthermore, whereas in many reactions a
—PO(OR), group is electron-withdrawing such as the -CHO, —-COOR, —CN, or
—SO,R groups, yet the Wittig—Horner reaction needs a -PO(OR), group at a carbon
atom and none of the other groups in this list can initiate a Wittig-Horner reac-
tion. Thus, neither an unequivocal classification nor a universal generalization
of functional groups is possible.

This deficiency of only working with functional groups was rectified by the
HORACE system (Hierarchical Organization of Reactions through Attribute and
Condition Eduction) [26]. HORACE used the same set of 114 structural classifica-
tion features as in Ref. [25], e.g., simple functional groups (alcohol, carbonyl, car-
boxylic acid, etc.) or larger groups (different heterocycles — oxazoles, thiazoles, etc.).
On top of that, physicochemical features such as charge distribution and measures
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of the inductive and resonance effect at the reaction center were used in reaction
classification.

HORACE used alternating phases of classification (which topological or physico-
chemical features are required for a reaction type) and generalization (which fea-
tures are allowed and can be eliminated) to produce a hierarchical classification
of a set of reaction instances.

3.5.2.2 Reaction Landscapes

The work on HORACE underlined the overwhelming importance for reaction clas-
sification of electronic effects at the reaction center. The question that then came
up was whether the functional groups could be dropped altogether and the reac-
tions could be classified only on the basis of physicochemical descriptors. Then,
with only numerical values characterizing the reaction center, there would be no
need to balance topological and physicochemical effects by conceptual clustering,
and simpler methods could be used for reaction clustering. Clearly, it would
have to be an unsupervised learning method because we wanted to have a data-
driven method and did not want to impose a rigid model on classification. Further-
more, it was expected that problems might come up that needed a nonlinear
method. We decided to use a self-organizing neural network (the Kohonen net-
work) (see Section 9.4), as this is a powerful nonlinear unsupervised learning
method.

The method that was developed builds on computed values of physicochemical
effects and uses neural networks for classification. Therefore, for a deeper under-
standing of this form of reaction classification, later chapters should be consulted
on topics such as methods for the calculation of physicochemical effects
(Section 7.1) and artificial neural networks (Section 9.4).

Previous work in our group had shown the power of self-organizing neural
networks for the projection of high-dimensional datasets into two dimensions
while preserving clusters present in the high-dimensional space even after
projection [27]. In effect, 2D maps of the high-dimensional data are obtained
that can show clusters of similar objects.

An object, s, represented by a set of descriptors x, = (x;, x,, ...X,,) is mapped into
a 2D arrangement of neurons each containing as many weights, wy, as the object
has descriptors. The neuron that obtains the object, and is the winning neuron, has
weights most similar to the descriptors of the object. A competitive learning algo-
rithm will then adjust the weights of the neurons to make them even more similar
to the descriptor values of the object (see Section 9.4). Objects having similar de-
scriptors will be mapped into the same or closely adjacent neurons, thus leading
to clusters of similar objects.

We will show here the classification procedure with a specific dataset [28]. A re-
action center, the addition of a C-H bond to a C=C double bond, was chosen that
comprised a variety of different reaction types such as Michael additions, Friedel-
Crafts alkylation of aromatic compounds by alkenes, or photochemical reactions.
We wanted to see whether these different reaction types can be discerned by this
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3.5 Reaction Classification

newly developed procedure. A search in the 1994 ChemInform RX database [29]
produced 120 hits for the reaction center shown in Figure 3-19; some examples
are also given in this figure.

The next question is how to represent the reacting bonds of the reaction center.
We wanted to develop a method for reaction classification that can be used for
knowledge extraction from reaction databases for the prediction of the products
of a reaction. Thus, we could only use physicochemical values of the reactants, be-
cause these should tell us what products we obtain.

Previous studies with a variety of datasets had shown the importance of charge
distribution, g, of o-electronegativity, x, (inductive effect), of 7-electronegativity, y,,
(resonance effect), and of effective polarizability, a.g; (polarizability effect) (for de-
tails on these methods see Section 7.1). All four of these descriptors on all three
carbon atoms were calculated. However, in the final study, a reduced set of descrip-
tors, shown in Table 3-4, was chosen that was obtained both by statistical methods
and by chemical intuition.

Next, the architecture of the Kohonen network had to be chosen. With seven de-
scriptors for each reaction, a network of neurons with seven weights had to be

N H  o,hv Yo
0 .\ & =25
. o7~ —
H L

/r

o

Figure 3-19. Reaction center of the dataset of 120 reactions (reacting bonds are indicated by
broken lines), and some reaction instances of this dataset.
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Table 3-4. Seven physiochemical property data used to characterize each reaction center.

Electronic variable! C=C + H-C — H-C-C-C
1 2 4 3 4 1 2 3

Grot X X

XO' X

XTI X

o X

[a] ot = total charge; %, = o-electronegativity; x, = m-electronegativity; o; = effective atom polarizability.

taken. A reasonable start for the investigation of a dataset by a Kohonen network is
always to start with a network having about as many neurons as there are objects in
the dataset. In this investigation of a dataset of 120 reactions we selected a network
with 12 x 12 = 144 neurons.

Sending the entire dataset through this network leads to a distribution of the 120
reactions across the 2D arrangement of neurons. The question is now, does this
distribution make sense? Remember we have used an unsupervised learning
method and therefore have not said anything about the membership of a reaction
in a certain reaction type. In order to analyze the mapping, these 120 reactions
were classified intellectually by a chemist and the neurons were patterned accord-
ing to the assignment of a reaction to a certain type (this was done a posteriori,
after training of the network; we still have unsupervised learning!). Figure 3-20a
shows the map thus patterned. It can be seen that reactions considered by a che-
mist to belong to one and the same reaction type are to be found in contiguous
parts of the Kohonen map. This becomes even clearer when we pattern the
empty neurons, those neurons that did not obtain a reaction, on the basis of
their k nearest neighbors: a neuron obtains a pattern by a majority decision of
its nearest neighbors (Figure 3-20D).

12345678 9101112 1234567 8910112
1 B & 2 1 B B
2 2
3 Y 3|
4 4 I
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6 & I3
7 7 B
8 8 f53
g el 9 |33

it ] b 1043

- 113
12 SHERE 12

Figure 3-20. Distribution of the dataset of 120 reactions in the Kohonen network. a) The neurons
were patterned on the basis of intellectually assigned reaction types; b) in addition, empty neu-
rons were patterned on the basis of their k nearest neighbors.
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3.6 Stereochemistry of Reactions

Reactions belonging to the same reaction type are projected into coherent areas
on the Kohonen map; this shows that the assignment of reaction types by a che-
mist is also perceived by the Kohonen network on the basis of the electronic de-
scriptors. This attests to the power of this approach.

There are finer details to be extracted from such Kohonen maps that directly re-
flect chemical information, and have chemical significance. A more extensive dis-
cussion of the chemical implications of the mapping of the entire dataset can be
found in the original publication [28]. Clearly, such a map can now be used for
the assignment of a reaction to a certain reaction type. Calculating the physico-
chemical descriptors of a reaction allows it to be input into this trained Kohonen
network. If this reaction is mapped, say, in the area of Friedel-Crafts reactions, it
can safely be classified as a feasible Friedel-Crafts reaction.

A wider variety of reaction types involving reactions at bonds to oxygen atom
bearing functional groups was investigated by the same kind of methodology
[30]. Reaction classification is an essential step in knowledge extraction from reac-
tion databases. This topic is discussed in Section 10.3.1 of this book.

3.6
Stereochemistry of Reactions

Many chemical reactions proceed with a clearly defined stereochemistry, requiring
the bonds to be broken and made in the reaction to have a specific geometrical ar-
rangement. This is particularly true for reactions that are controlled by enzymes.

Thus, to name just a few examples, a nucleophilic aliphatic substitution such as
the reaction of the bromide 3.5 with sodium iodide (Figure 3-21a) can lead to a
range of stereochemical products, from a 1:1 mixture of 3.6 and 3.7 (racemization)
to only 3.7 (inversion) depending on the groups a, b, and c that are bonded to the
central carbon atom. The ring closure of the 1,3-butadiene, 3.8, to cyclobutene

7 i 1
I
b~ Pp, +  Na —>  p N, 7 Kb (@)
c ¢ c
3.5 3.6 3.7
h | @
tl
a ermal - mb
C
“Z b
3.9
s LC (b)
a
d photochemical mb
3.8 d
3.10

Figure 3-21. Some reactions that proceed under stereochemical control.
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(electrocyclic reaction) leads either to the product 3.9 in a thermal reaction by dis-
rotatory movements of the substituents at the end of the butadiene system or to
the product 3.10 in a photochemical reaction by conrotatory ring closure
(Figure 3-21Db).

The stereochemistry of reactions has to be handled in any detailed modeling of
chemical reactions. Section 2.7 showed how permutation group theory can be used
to represent the stereochemistry of molecular structures. We will now extend this
approach to handle the stereochemistry of reactions also [31].

3.7
Tutorial: Stereochemistry of Reactions

Let us first repeat the essential features of handling the stereochemistry of molec-
ular structures by permutation group theory:

1. A molecule is split into a skeleton and ligands.

2. Both the skeleton and the ligands are independently numbered.

3. The numbering of the skeleton can be fixed arbitrarily, but thereafter it must
always be kept the same.

4. The ligands can be numbered by any algorithm. For our purposes here we will
base the numbering on the atomic number of the a-atoms, then of the f-atoms,
in analogy to the Cahn-Ingold—Prelog rules [32].

5. A reference isomer is defined as the structure where ligand number 1 is on ske-
leton position 1, ligand no. 2 is on skeleton position 2, etc. This reference iso-
mer obtains the descriptor (+1).

1|1 Suo Cl H 1]3
4 B o 2
2)\'"-‘-‘H + cn® 2, YF = N uF
Cr2 \ 5F3 Cry  3H?
\i_///////// CN :

educt product
(1234) 3142)
1234 1234
1234\ _ mw@nm@(3142)
(+1) 1234 1234 -1
(+1) (-1)
(+1) Pm=(-1°=(-1)
Ped Pprod

Figure 3-22. The treatment of the stereochemistry of an Sy2 reaction by permutation group
theory.
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3.7 Tutorial: Stereochemistry of Reactions

Figure 3-22 shows a nucleophilic aliphatic substitution with cyanide ion as a nu-
cleophile. This reaction is assumed to proceed according to the Sy2 mechanism
with an inversion in the stereochemistry at the carbon atom of the reaction center.
We have to assign a stereochemical mechanistic factor to this reaction, and, clearly,
it is desirable to assign a mechanistic factor of (+1) to a reaction with retention of
configuration and (-1) to a reaction with inversion of configuration. Thus, we want
to calculate the parity of the product, p.4, of a reaction from the parity of the
educt, p.g, and the mechanistic factor, m, of the reaction according to Eq. (7).

Pprod = M * Ped (7)

We see from Figure 3-22 that we need three transpositions to transform the isomer
of the product of this reaction into the reference isomer. Thus, for Eq. (7) we ob-
tain: porea = (1) - (+1) = (1) and everything seems fine as the descriptor of the
product is inverted from the descriptor of the educt in this reaction with a stereo-
chemical course of inversion.

Now we carry out the same reaction with thiolate as nucleophile, as shown in
Figure 3-23. However, we must now realize that the product has a parity of (+1)
although we have the same mechanism as in Figure 3-22 with inversion of config-
uration.

What has happened? The parity of the product in the reaction shown in Figure
3-23 is different from that in Figure 3-22 because the position in the numbering
scheme taken by the incoming ligand, SH, with respect to the three remaining li-
gands, Cl, F, H, differs from the one the ligand CN has taken. In other words, we
have to extend Eq. (7) by a nomenclature factor, n, to obtain Eq. (8), which takes
account of the positions of the incoming and of the leaving ligand in the number-
ing scheme.

Br SH
1)1 G2 Cl ‘H 1]2 5
4
AN “H + sh® YF = N “F
Cl2 F3 Cl H4
V SH s
educt product
1234 2143
1234 1234
1234\ _ (3921|2143
(+1) (1234) (1234) (-1)
(+1) (-1)
(+1) P = (-1)? = (+1)
Ped Pprod

Figure 3-23. The treatment of the stereochemistry of a further Sy2 reaction by permutation group
theory.
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Br CIl F CN H Br CI SH F H

educt 7 2 3 - 4 17 2 - 3 4

product - 1 2 3 4 - 1 2 3 4
k=1+3=4 k=1+2=3
n=(-1)"=(+1) n=(-1°=(1)

Figure 3-24. The ranking of the leaving and the entering groups in the reactions of Figures 3-22
and 3-23.

Pprod =1 - M - Peq (8)

It can easily be verified that the nomenclature factor, n, can be calculated according
to Eq. (9)

n=(-1)* ©)

with k = position of leaving group + position of entering group.

Figure 3-24 shows how the nomenclature factor is calculated for the two reac-
tions shown in Figures 3-22 and 3-23. The position of the leaving group has to
be taken from the set of ligands in the educt, whereas the position of the entering
group has to be seen with respect to the set of ligands of the product.

Thus, we see that we have not felt the need for a nomenclature factor in the first
reaction shown in Figure 3-22, for the sole reason that the nomenclature factor has
a value of (+1).

The stereochemistry of reactions can also be treated by permutation group theory
for reactions that involve the transformation of an sp” carbon atom center into an
sp’ carbon atom center, as in additions to C=C bonds, in elimination reactions, or
in electrocyclic reactions such as the one shown in Figure 3-21. Details have been
published [31].

Essentials

The representation of a chemical reaction should include the connection table of
all participating species (starting materials, reagents, solvents, catalysts, prod-
ucts) as well as information on reaction conditions (temperature, concentration,
time, etc.) and observations (yield, reaction rates, heat of reaction, etc.).
However, reactions are only insufficiently represented by the structure of their
starting materials and products.

It is essential to indicate also the reaction center and the bonds broken and made
in a reaction — in essence, to specify how electrons are shifted during a reaction.
In this sense, the representation of chemical reactions should consider some es-
sential features of a reaction mechanism.
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3.7 Tutorial: Stereochemistry of Reactions

« Further insight into the driving forces of chemical reactions can be gained by con-
sidering major physicochemical effects at the reaction center.

Specification of the reaction center is important for many queries to reaction da-
tabases.

Reaction types can be derived automatically through classification of reaction in-
stances.

Reaction classification is an essential step in knowledge acquisition from reaction
databases.

« There are two fundamental approaches to automatic reaction classification:
model-driven and data-driven methods.

The stereochemistry of reactions can be treated by means of permutation group
theory.

Selected Reading

« L. Chen, Reaction classification and knowledge acquisition, in Handbook of
Chemoinformatics — From Data to Knowledge, ]J. Gasteiger (Ed.), Wiley-VCH,
Weinheim, 2003.
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From Data to Knowledge, ]. Gasteiger (Ed.), Wiley-VCH, Weinheim, 2003.
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4
The Data

Giorgi Lekishvili

Learning Objectives

To gain a general overview on data and its pre-processing for learning

To know, in outline, the pathways for data acquisition

To understand what datasets are and how to estimate their quality

To be able to deal with outliers and redundancy

To know how to carry out scaling, mean-centering, and auto-scaling

To understand data transformations and their applicability

To know how to select an optimal subset of descriptors

To become familiar with dataset optimization techniques

To know how to validate results

To understand what training and test sets are, and how to make use of them

4.1
Introduction

4.1.1
Data, Information, Knowledge

The real world is one of uncertainty. Suppose we are carrying out a reaction. We
have obtained a product. In the beginning we observe a total uncertainty regarding
the molecule. We have no information about its composition, the constitution of
the skeleton, its stereochemical features, its physical properties, its biological
activities, etc. Step by step, by routine experiments, we collect data. When the
acquisition of the structural information is complete there is no uncertainty, at
least about its structure. Well, we may not have perfect experiments, so this will
require us to reserve space for the missing relevant information. However, it is
rather more noise than genuine uncertainty, which, by the way, will never be elimi-
nated.

Chemoinformatics: A Textbook. Edited by Johann Gasteiger and Thomas Engel
Copyright O 2003 Wiley-VCH Verlag GmbH & Co. KGaA.
ISBN: 3-527-30681-1
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experiment logic database
A

knowledge

data > information

Figure 4-1. Research pathways.

We are now obtaining an initial idea of what information could be. The informa-
tion about a real physical system is a measure of decreasing uncertainty of the sys-
tem by means of some physical (including mental) activities [1].

Information itself is hardly ever just the end of research — it stands at the begin-
ning of knowledge. If information can be more or less defined in terms of formal
logic and even in a discrete-algebraic manner, the very essence of knowledge is
truly philosophical and therefore is far beyond the scope of this textbook in general,
and this chapter in particular. However, we may speak about the relation of knowl-
edge to data in an intuitive way. It can be clear to us that retrieval and analysis of
data can bring us new knowledge.

Let us define knowledge as the perception of the logical relations among the
structures of the information. One thing we have to bear in mind is that any
systematic treatment of information needs some previous knowledge. There-
fore, research, in the long run, is always an iterative process, as depicted on
Figure 4-1.

The major task of chemoinformatics is to find these relationships between the
data on the molecular structure and the data on the physical, chemical, or biologi-
cal properties of the molecules.

Two factors matter most in gaining knowledge from data: first, the quality of the
data; and secondly, the method one applies to the data, and by which one learns
from them.

The aim of this chapter is to deal with the first task, analysis of the quality of
data. Very quickly we are going to demonstrate how to get high quality data, before
we move on to show how they become useful for learning.

4.1.2
The Data Acquisition Pathway

We learn from data. Therefore, the way we prepare the data for the learning pro-
cess will crucially condition the quality of learning and the reliability of the ex-
tracted knowledge.

The first stage in data acquisition is the identification of the task; that is, we have
to know what kind of physical properties/biological activities we are going to
model.
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Once we have defined this, we have to compile the initial dataset. First of all, we
decide upon the composition of the dataset. Usually, we take initially as many com-
pounds as possible.

The next and very important step is to make a decision about the descriptors we
shall use to represent the molecular structures. In general, modeling means as-
signment of an abstract mathematical object to a real-world physical system and
subsequent revelation of some relationship between the characteristics of the ob-
ject on the one side, and the properties of the system on the other.

Perhaps the best idea is to compute as many descriptors as possible and then to
select an optimal subset by applying sophisticated techniques, discussed below.
First, we have an initial, and probably utterly crude, dataset. Genuine data pre-pro-
cessing has only just started. The task is to assess the quality of the data. One of the
topics for discussion in this chapter is the methods by which one finds out the po-
tential drawbacks of the dataset.

The quality may suffer from the presence of so-called outliers, i.e., compounds
that have low similarity to the rest of the dataset. Another negative feature may
be just the contrary: the dataset may contain too many too highly similar objects.

Another problem is to determine the optimal number of descriptors for the ob-
jects (patterns), such as for the structure of the molecule. A widespread observation
is that one has to keep the number of descriptors as low as 20 % of the number of
the objects in the dataset. However, this is correct only in case of ordinary Multi-
Linear Regression Analysis. Some more advanced methods, such as Projection
of Latent Structures (or, Partial Least Squares, PLS), use so-called latent variables
to achieve both modeling and predictions.

Once the quality of the dataset is defined, the next task is to improve it. Again,
one has to remove outliers, find out and remove redundant objects (as they deliver
no additional information), and finally, select the optimal subset of descriptors.

The final stage of compiling a maximally refined dataset is to split it into a train-
ing and test dataset. The definition of a test dataset is an absolute must during
learning, as, in fact, it is the best way to validate the results of that learning.

And, last but by far not least; we must mention a very important part of data pre-
processing. It is up to a researcher to decide when to employ these techniques.
Figure 4-2 displays a step-by-step preparation of a dataset.

get the predictors (X)
(experimentally and/or
by calculations)

data pre-processing
and transformations

compile an (initial)
dataset

\ 4

A

A 4 \ 4
Figure 4-2. A high-quality dataset deal with outliers | .|  select optimal
has to be prepared step-by-step, and redundants v descriptors
and often iteratively.
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4.2 Data Acquisition

The two main ways of data pre-processing are mean-centering and scaling.
Mean-centering is a procedure by which one computes the means for each column
(variable), and then subtracts them from each element of the column. One can do
the same with the rows (i.e., for each object). Scaling is a a slightly more sophis-
ticated procedure. Let us consider unit-variance scaling. First we calculate the stan-
dard deviation of each column, and then we divide each element of the column by
the deviation.

Furthermore, one may need to employ data transformation. For example, some-
times it might be a good idea to use the logarithms of variables instead of the vari-
ables themselves. Alternatively, one may take the square roots, or, in contrast, raise
variables to the nth power. However, genuine data transformation techniques involve
far more sophisticated algorithms. As examples, we shall later consider Fast Fourier
Transform (FFT), Wavelet Transform and Singular Value Decomposition (SVD).

All these topics are discussed in greater detail later in this chapter.

4.2
Data Acquisition

4.2.1
Why Does the Quality of Data Matter?

The question is rhetorical. Once we learn from data, the quality of learning and the
reliability of the obtained knowledge are conditioned by the quality of the data.
However, some examples of how data affect the results and the conclusions we
draw from them may be of interest.

Let us start with a classic example. We had a dataset of 31 steroids. The spatial
autocorrelation vector (more about autocorrelation vectors can be found in Chapter
8) stood as the set of molecular descriptors. The task was to model the Corticoste-
roid Binding Globulin (CBG) affinity of the steroids. A feed-forward multilayer
neural network trained with the back-propagation learning rule was employed as
the learning method. The dataset itself was available in electronic form. More de-
tails can be found in Ref. [2].

An observation of the results of cross-validation revealed that all but one of the
compounds in the dataset had been modeled pretty well. The last (31st) compound
behaved weirdly. When we looked at its chemical structure, we saw that it was the
only compound in the dataset which contained a fluorine atom. What would hap-
pen if we removed the compound from the dataset? The quality of learning became
essentially improved. It is sufficient to say that the cross-validation coefficient in-
creased from 0.82 to 0.92, while the error decreased from 0.65 to 0.44. Another
learning method, the Kohonen’s Self-Organizing Map, also failed to classify this
31st compound correctly. Hence, we had to conclude that the compound contain-
ing a fluorine atom was an obvious outlier of the dataset.

Another misleading feature of a dataset, as mentioned above, is redundancy.
This means that the dataset contains too many similar objects contributing no
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new information. Indeed, if some two objects are highly similar, then the informa-
tion content of the second object can always be more or less successfully recon-
structed from the information delivered by the first object.

An example of how redundancy in a dataset influences the quality of learning
follows. The problem implied classification of objects in a dataset through their
biological activities with the help of Kohonen Self-Organizing Maps. Three sub-
groups were detected. The first one contained highly active compounds, the second
subgroup comprised compounds with low activity, and the rest, the intermediately
active compounds, fell into the third subgroup. There were 91 highly active, 540
intermediately active, and 492 inactive compounds. As one can see, the dataset
was not balanced in the sense that the intermediately active and the inactive com-
pounds outnumbered the active compounds. A first attempt of balancing the data-
set by means of a mechanical (i.e., by chance) removal of the intermediately active
and the inactive compounds decreased the quality of learning. To address this prob-
lem, an algorithm for finding and removing redundant compounds was elaborated.
One can find more details on the algorithm in Section 4.3.4. This time the learning
yielded essentially improved results. It is sufficient to say that if in the case of the
primary dataset, only 21 compounds from 91 were classified correctly, whereas in
the optimized dataset (i.e., that with no redundancy) the correctness of classifica-
tion was increased to 65 out of 91.

As another example, we shall consider the influence of the number of descrip-
tors on the quality of learning. Lucic et. al. [3] performed a study on QSPR models
employing connectivity indices as descriptors. The dataset contained 18 isomers of
octane. The physical property for modeling was boiling points. The authors were
among those who introduced the technique of orthogonalization of descriptors.
By applying this method, they demonstrated that the removal of insignificant vari-
ables increases the quality and reliability of the models despite the fact that the cor-
relation coefficient, r, always decreases, although only slightly. For example, the
characteristics of a model with six orthogonalized descriptors were: r = 0.99288,
s = 0.9062, F = 127.4; and the quality of this model was sufficiently improved
after removal of the two least significant descriptors, to: r = 0.9925, s = 0.8553,
F = 214.4. Here, s is the standard deviation and F is the Fisher ratio.

422
Data Complexity

Systems can possess different extents of complexity. To measure complexity, the in-
formation content of the system can be used. Application of information theory is
increasingly fruitful for modeling biological activities with regard to the symmetry
of molecules.

The reason why complexity and symmetry are linked together is quite straight-
forward. Indeed, a representation of highly symmetrical systems requires fewer
characteristics than that of objects having low symmetry because, if we know the
characteristics of one object, we can employ them to represent all those which
are symmetrical with the given one.
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Let us consider a system S with n objects. Suppose we have a criterion which
enables us to distribute the objects into different subsets of S. One condition is
that no object can belong to any two different subsets. Once the distribution is
complete, we may have m subsets containing n; objects, correspondingly, so that
Ym=nand =1 2, ..., m.

The Shannon Equation (Eq. (1)) [4] enables one to evaluate the information con-
tent, I (also known as the Shannon entropy). of the system.

u n; n;
[==> Rlog, ™ i

Whatever the criterion is, we may have the following two extreme situations. The
first one occurs when all the objects fall into the same subset (such subsets are
known in discrete algebra as classes of equivalence). The second is when each sub-
set contains one, and only one, object.

The first case corresponds to zero information content.

m = 1, n; = n, and thus: I = —(n/n) X log, (n/n) = (-1) X log, (1) =0
The second case is completely different.
m=mn, n; =1, forall i: I =-n X (1/n) X log, (1/n) = —(-log, n) = log, n

Therefore, the maximal complexity of the system cannot exceed this number
(log, n, where, as mentioned above, n is the number of system elements). Needless
to say, real-world systems reveal what can be called medium extents of complexity,
ie, 0 <I<log, n.

Returning to datasets from chemoinformatics, we may conclude that the first
case stands for the complete degeneracy of the dataset, when all but one data object
are redundant. The second case corresponds to the weird situation in which all
the objects of the dataset are outliers. We have thus arrived at the extreme extents
of the dataset complexity.

As we should remember now, we distribute the objects into subsets in accor-
dance with some criterion, not having known even the number of subsets them-
selves. That is why the evaluation of data complexity is still a challenging problem.

As oversimplified cases of the criterion to be used for the clustering of datasets,
we may consider some high-quality Kohonen maps, or PCA plots, or hierarchical
clustering.

4.23
Experimental Data

Data can be derived in several ways, but an experiment is the process we intuitively
link with deriving data. Even mental activities are often called mental experiments,
especially in quantum mechanics. The better the experiment, the less noisy are the
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data. Experimental design is a discipline which teaches one to plan and carry out
experiments in such a way that the maximum possible amount of relevant infor-
mation is gained.

The key tasks are:

determination of the absolute importance that variables have in generating re-
sponses in complex systems;

identification and elimination of irrelevant variables;

creation of simple mathematical models for experimental optimization;
reduction of the costs of experiments;

enhancement of the quality of products and of processes;

abatement of noise effects.

More details can be found in Chapter IV, Section 2.2 of the Handbook.

4.2.4
Data Exchange

According to an elegant remark by Davies [5], “Modern scientific data handling is
multitechnique, multisystem, and manufacturer-independent, with results being
processed remotely from the measuring apparatus.” Indeed, data exchange and sto-
rage are steps of the utmost importance in the data acquisition pathway. The sim-
plest way to store data is to define some special format (i.e., collection of rules) of a
flat file. Naturally, one cannot overestimate the importance of databases, which are
the subject of Chapter 5 in this book. Below we discuss three simple, yet efficient,
data formats.

4.2.41 DAT files
This format was developed in our group and is used fruitfully in SONNIA, soft-
ware for producing Kohonen Self-Organizing Maps (KSOM) and Counter-Propaga-
tion (CPG) neural networks for chemical application [6]. This file format is ASCII-
based, contains the entire information about patterns and usually comes with the
extension “dat”.

As an example, the file in Figure 4-3 has been taken from Ref. [6].

!'Name: steroids_s.ctx

! Input vector created by rcode

! Parameters:

! lower distance border: 0.00000000, Upper distance border 12.80000000
! input dimension: 128, non weighted

!1Property: radial distribution function Al

. 8.830693e-02 8.825346e-02 8.786038e-02 .... -6.279 2 taldosterone

. 1.721332e+00 1.721456e+00 1.722374e+00 .... -5.000 3 tandrostanediol

. 1.721336e+00 1.721485e+00 1.722592e+00 .... -5.000 3 !5-androstenediol

. -5.563186e-01 -5.564730e-01 -5.576087e-01 .... -5.763 3 !4-androstenedione

Figure 4-3. A sample file in the “dat“ format.
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The header delivers any relevant additional information helpful to define the na-
ture of the task and its peculiarities. The body contains the variables, which are
usually floats. Next, there are the integers defining the class to which the patterns
belong (indispensable for classification tasks) and pattern names.

4242 JCAMP-DX

This format considers so-called labelled data records (LDR) all having the same
basic structure of the form: ##descriptor = “something“, where the descriptor is
the name of the LDR and the “=“ signifies the end of the label. The lines can be
up to 80 characters long, terminating in a carriage return or linefeed. However,
LDRs can run over more than one line.

The JCAMP-DX file format is split into the sections CORE and NOTES with the
intention of keeping less important data separated from the essential content. The
CORE itself contains CORE HEADER and CORE DATA. NOTES are just between
HEADER and DATA (see Figure 4-4 for an example).

More details are given in Chapter IV, Section 3 of the Handbook.

##TITLE=ATRAZIN

##JCAMP-DX=4.24

##DATA TYPE=INFRARED SPECTRUM

##DATE=24/2/1998

H$TIME=11:29:57

##SAMPLING PROCEDURE=Pre * ling

##ORIGIN=K *

##DATA PROCESSING=no operation

##XUNITS=POINTS

##YUNITS=ABSORBANCE

##RESOLUTION=4

HHFIRSTX=3999.6401

#H#LASTX=399.19263

#H#DELTAX=-1.9284668

HHMAXY=0.66135877

##MINY=0.11461937

HHXFACTOR=1

#HYFACTOR=6.1593836e-010

##NPOINTS=1868

##FIRSTY=0.14059831

HHXYDATA= (X++ (Y. .Y))
4000+228266856+228266864+2282606864+228266864+228266804+228266864+228266864
3986+228266864+228266864+228247920+228207360+228135104+228066688+228054928
3973+228093040+228131792+228129872+228066496+2279845284+227996192+22812121¢
3959+228285648+228561040+229026560+229534592+229861408+229881376+229739104
3946+229775680+230029728+230218544+230250416+230228560+230130224+22999969¢
3932+230141328+230693088+231415600+232074992+2324324324+232071104+230917200
3919+229677872+229325744+230287504+232224432+2343003044235796224+23674113¢
3905+237632960+238485968+239225360+240139456+240898432+241052560+240745552
3892+239793760+238262160+236940656+236445264+237130672+238566496+239652464
3878+240238768+241006512+241866912+241581504+239823072+238816000+240719888

Figure 4-4. An example of the JCAMP-DX file format.



<?xml version="1.0"?2>
<!DOCTYPE PMML PUBLIC "PMML 2.0™ "http://www.dmg.org/vZ—O/pmml_v2_O.dtd">
<PMML version="2.0">

<Header copyright="dmg.org"/>

4 The Data

<DataDictionary numberOfFields="3">
<DataField name="marital status" optype="categorical">

</DataField>

</DataDictionary>

data
dictionary

<ClusteringModel modelName="Mini Clustering" functionName="clustering"

modelClass="centerBased" numberOfClusters="2">

<MiningSchema> nﬂning
i schema
</MiningSchema>
<ClusteringField field="marital status™”
compareFunction="squaredBuclidean"/>
<CenterFields> clustering
<DerivedField name="cl"> field
<NormContinuous field="age"> €lds
<LinearNorm orig="45" norm="0"/>
</NormContinuous>
</DerivedField>
</CenterFields> ;
<Cluster name="marital status is d or s"> C|USte[lng
<Array n="5" type="real"> results

0.524561 0.486321 0.128427 0.459188 0.412384</Array>

</Cluster>

</ClusteringModel>

</PMML>

Figure 4-5. A sample PMML file.

4243 PMML
Predictive Model Markup Language (PMML) is far more than just another format
of a data container flat file [7]. As is clear from the name, it is an XML-based
markup language delivering all the power of XML. Readers are recommended to
consult Section 2.4.5 and the website www.xml.org for more details on XML and
its applications in chemistry.

An example of a PMML document is shown in Figure 4-5.
PMML is powerful enough to provide information about:

the data dictionary; « conformance; « cluster models;

the mining schema; - taxonomy; - association rules;

data flow; . trees; « the neural network;
transformations; « regression; - naive Bayes classifiers;
statistics; . general regression; « sequences.

More details can be found in Ref. [7] and in the documentation mentioned and/or
given therein.
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4.2.5
Real-World Data and Their Potential Drawbacks

We have already mentioned that real-world data have drawbacks which must be de-
tected and removed. We have also mentioned outliers and redundancy. So far, only
intuitive definitions have been given. Now, armed with information theory, we are
going from the verbal model to an algebraic one.

Let us first define the information content per object. A (discrete) system can be
split into classes of equivalence, whose number can vary from 1 to n, where n is the
number of the elements (objects) in the system. No element can belong simulta-
neously to more than one class. Therefore, the information content (IC) of the sys-
tem is additive, at least class-wise. This means that the information content of the
system is the sum of the information contents of the classes. The IC of a class can
be given by Eq. (2), where n; is the number of elements in the ith class. (Recall,
also, that log (x) = —log (1/x)).

n

1C; = Zlog, 2)
n

;i,
Now we calculate the information content per object (ICO). The ICO of the
jth object, which belongs to the class of equivalence i, can be evaluated via Eq. (3).
I C,‘ n

. 1
ICOj € i) = —= = —log, . (3)
1

1

As we can see, all objects inside a given class must have equal ICOs.
The average information content per object, AICO, is given by Eq. (4), in which
m is the number of equivalence classes.

S 1CO( € i)
AICO= +— | (4)
m

Let us illustrate the approach with examples. Suppose we have a dataset with some
500 compounds. First, we apply a set of descriptors. Employing some procedure or
other, we obtain, say, ten classes of equivalence in which the elements are distrib-
uted as given in Table 4-1.

Equation (4) provides a value of AICO = 0.00852. As we see, the populations of
classes 3 and 8 bear redundancy in information, as their ICOs are quite low here.
In contrast, classes 6 and 7 are clearly outliers. Their ICOs are too high in compar-

Table 4-1. The distribution yielded by the first set of descriptors.

Class ID

1 2 3 4 5 6 7 8 9 10
Population 22 45 120 15 58 2 5 178 34 21
IC; 0.198 0.313 0.494 0.152 0.360 0.032 0.066 0.530 0.264 0.192

ICO 0.009 0.007 0.004 0.010 0.006 0.016 0.0132 0.003 0.008 0.009
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ison with the average. The question is whether outliers have to be removed imme-
diately. Their ICOs are really high, and thus they may deliver valuable and original
information. Therefore, before having them removed, one must also test different
sets of descriptors.

We must now mention, that traditionally it is the custom, especially in chemo-
metrics, for outliers to have a different definition, and even a different interpreta-
tion. Suppose that we have a k-dimensional characteristic vector, i.e., k different
molecular descriptors are used. If we imagine a k-dimensional hyperspace, then
the dataset objects will find different places. Some of them will tend to group to-
gether, while others will be allocated to more remote regions. One can by conven-
tion define a margin beyond which there starts the realm of “strong” outliers.
“Moderate” outliers stay near this margin.

We have to apply projection techniques which allow us to plot the hyperspaces
onto two- or three-dimensional space. Principal Component Analysis (PCA) is a
method that is fit for performing this task; it is described in Section 9.4.4. PCA op-
erates with latent variables, which are linear combinations of the original variables.
The first few principal components store most of the relevant information, the rest
being merely the noise. This means that one can use two or three principal com-
ponents and plot the objects in two or three-dimensional space without losing in-
formation.

43
Data Pre-processing

4.3.1
Mean-Centering, Scaling, and Autoscaling

Mean-centering, as is shown by experience, can be successfully employed in com-
bination with another data pre-processing technique, namely scaling, which is dis-
cussed later.

Let a; be the average of the jth column vector of a data matrix (Eq. (5)).

N
> %
=

n

aj=

©)

Here, x; is the ith entry of the jth column vector and n is the number of objects
(rows in the matrix). The essence of mean-centering is to subtract this average
from the entries of the vector (Eq. (6)).

Xij — Xij — Gj (6)

What we have now is the resultant data matrix containing the column vectors with
the average values each being zero.
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Scaling is quite often applied in chemometrics. However, before we start to ex-
amine it, we have to consider the following. Classical chemometrics often deals
with tasks which differ from those in molecular design. An important chemome-
trical task is to model experimental data, i.e., the independent variables are mea-
sured experimentally in just the same way as the responses. On the other hand,
in molecular design and QSAR these independent variables are mostly calculated
by some method or other. Even the physical properties of molecules, which are ap-
plied as descriptors, are often evaluated theoretically. It leads to a situation where
the variables have more or less similar ranges in their numerical values. Quite a
different picture occurs when a model is based on experimental data. The latter
can differ widely from each another, and this difference can result in misleading
models, especially when PCA or PLS is used as a mapping device. Therefore,
the major task of molecular design is to establish better descriptors and to select
the optimal subset of them. It is noteworthy that only very few papers were pub-
lished in the field of molecular design where data pre-processing techniques
were used. One area where the optimal subset selection problem is crucial in che-
mometrics is the case where spectral data (wavelengths) are used as independent
variables. Robust wavelength selection is an exciting problem.

In general, scaling of a variable in the data matrix can be viewed as a multiplica-
tion of the corresponding column vector entries with some number. If the signifi-
cances of the variables to the model are known prior to modeling, then it might be
a good idea to upscale the highly relevant variables. In contrast, if a variable is sup-
posed to bear merely noise, then its significance must be downscaled. However,
this is a rare case in reality. Therefore, unit-variance scaling (UV-scaling) is most
often used. Moreover, scaling itself is sometimes associated with UV-scaling.

Let 5; be the standard deviation of the jth variable (i.e., column vector in the data

matrix), as defined in Eq. (7), where x;, n, and a are the same as in the previous

equations.
> 2
2 (i — a)
2 _ =
5§ = n-1 (7)

UV-scaling functions as set out in Eq. (8).

iy 8)
5
The result is that each column vector has unit standard deviation.

What is the objective of using UV-scaling? As was often mentioned above, the
major task during modeling is to separate the relevant information in the data
from the noise. Which variables are more informative? The answer to this question
is obvious: those which are more diverse. The standard deviation comes to help:
the higher it is, the more diverse the variables. In fact, the variables appear
more diverse — only appear, and nothing more — because, if different column vec-
tors have different ranges, then even fewer diverse variables with high ranges may
appear significant, as they will possess high standard deviations! This is particu-
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Figure 4-6. Autoscaling. The variables are represented by variance bars. a) Raw data; b) the data
after UV-scaling only; c) the autoscaled data [8].

larly true when one wants to apply PCA-like methods. Let us follow Erikson
et. al. [8]:

“A variable with a large numerical range automatically gets a large initial variance,
whereas a variable with a small numerical range will get a lower initial variance.
Then, since PCA is a maximum variance projection method, it follows that a variable
with a large variance will have a better chance to be expressed in the modeling than a
low-variance variable.”

What UV-scaling does is to “concentrate” the relevant information into the
same range for all the variables (or, at least, for those subjected to this method).
Then, the loading matrix yielded by PCA will show the importance of the initial
variables.

As mentioned above, one can use UV-scaling together with mean-centering. This
is called autoscaling (Eq. (9)).

xij—aj

Xij €

5 ©)
The process can be illustrated by Figure 4-6.

If the task is multivariate calibration, for example, the proper choice of a pre-pro-
cessing method will essentially affect the quality of the resultant model. For more
details about the use of these techniques together with PCA and PLS, readers are
advised to consider the fundamental monograph by Erikson et al [8].
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432
Advanced Methods

4.3.2.1 Fast Fourier Transformation

Fast Fourier Transformation is widely used in many fields of science, among them
chemometrics. The Fast Fourier Transformation (FFT) algorithm transforms the
data from the “wavelength” domain into the “frequency” domain. The method is
almost compulsorily used in spectral analysis, e.g., when near-infrared spectro-
scopy data are employed as independent variables. Next, the spectral model is
built between the responses and the Fourier coefficients of the transformation,
which substitute the original X-matrix.

As stated in Ref. [9],

“The most important feature of the Fourier analysis is the reduction of the multicolli-
nearity and the dimension of the original spectra. However, the Fourier coefficients bear
no simple relationship to individual features of the spectrum so that it will not be clear
what information is being used in calibration.”

4.3.2.2 Wavelet Transformation

Wavelet transformation (analysis) is considered as another and maybe even more
powerful tool than FFT for data transformation in chemometrics, as well as in
other fields. The core idea is to use a basis function (“mother wavelet“) and inves-
tigate the time-scale properties of the incoming signal [8]. As in the case of FFT, the
Wavelet transformation coefficients can be used in subsequent modeling instead of
the original data matrix (Figure 4-7).

The method has many applications; among them are Denoising Smoothing
(DS), compression, and Feature Extraction (FE), which are powerful tools for
data transformations. See the “Selected Reading“ section at the end of this chapter
for further details.

Multiresolution analysis

Original signal

Scale 1 ~1h‘» | Approximation | Detail
Scale 2 | Approximation | Detail | At each scale a signal is filtered into
a course and a detailed comp.

Vo

Wavelet coefficients

Figure 4-7. Overview of the wavelet transform and multi-resolution analysis scheme [10].
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4.3.2.3 Singular Value Decomposition

It may look weird to treat the Singular Value Decomposition (SVD) technique as a
tool for data transformation, simply because SVD is the same as PCA. However, if
we recall how PCR (Principal Component Regression) works, then we are really
allowed to handle SVD in the way mentioned above. Indeed, what we do with
PCR is, first of all, to transform the initial data matrix X in the way described by
Egs. (10) and (11).

X = UVW' (10)
X" = V(diag (1/wy) U") (11)

Here W is diagonal matrix of singular values, V" is the transpose of the second re-
sultant matrix, being actually the same as the loading matrix in PCA, and X" is the
matrix, which is applied for further modeling.

Anyway, we do not use the whole resultant matrix; instead, we need only the first
few columns of X", as SVD guarantees that all of the relevant information is con-
centrated there, the rest being noise.

Now, one may ask, what if we are going to use Feed-Forward Neural Networks
with the Back-Propagation learning rule? Then, obviously, SVD can be used as a
data transformation technique. PCA and SVD are often used as synonyms.
Below we shall use PCA in the classical context and SVD in the case when it is
applied to the data matrix before training any neural network, ie., Kohonen’s
Self-Organizing Maps, or Counter-Propagation Neural Networks.

The profits from using this approach are clear. Any neural network applied as a
mapping device between independent variables and responses requires more com-
putational time and resources than PCR or PLS. Therefore, an increase in the di-
mensionality of the input (characteristic) vector results in a significant increase in
computation time. As our observations have shown, the same is not the case with
PLS. Therefore, SVD as a data transformation technique enables one to apply as
many molecular descriptors as are at one’s disposal, but finally to use latent vari-
ables as an input vector of much lower dimensionality for training neural net-
works. Again, SVD concentrates most of the relevant information (very often
about 95 %) in a few initial columns of the scores matrix.

433
Variable Selection

There was a time when one could use only a few molecular descriptors, which were
simple topological indices. The 1990s brought myriads of new descriptors [11].
Now it is difficult even to have an idea of how many molecular descriptors are
at one’s disposal. Therefore, the crucial problem is the choice of the optimal subset
among those available.

Much labor has been dedicated to establishing a common technique enabling
one to solve the problem of choice. Some solutions suggested are useful, others
are less efficient. Below we shall examine the most prominent ones.
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4.3.3.1 Genetic Algorithm (GA)-Based Solutions

The idea behind this approach is simple. First, we compose the characteristic vec-
tor from all the descriptors we can compute. Then, we define the maximum length
of the optimal subset, i.e., the input vector we shall actually use during modeling.
As is mentioned in Section 9.7, there is always some threshold beyond which an
increase in the dimensionality of the input vector decreases the predictive power
of the model. Note that the correlation coefficient will always be improved with
an increase in the input vector dimensionality.

Let us see how the approach works in practice. One of the first studies dedicated
to the applications of GA with regard to this task was that by Rogers and
Hopfinger [12]. However, the pioneering efforts are due to the Nijmegen chemo-
metrics research group led by Buydens [13, 14].

The simplest algorithm can be formulated as follows. After the computation of
all available descriptors and setting the length of the input vector, which would
be much shorter than the initial one, GA comes in action. The selection is en-
coded with bit-strings having the same number of entries as the dimensionality
of the initial vector. Usually each of the chosen variables is represented by a
one, whereas each of the dropped ones is represented by a zero. Therefore, the
bit-strings can be treated in a unique GA-like way. The model is built with the
selected variables and its robustness has to be evaluated. The key problem is to
find a fitness or cost function. The worst choice would probably be the correlation
coefficient r; the Standard Error (SE) and cross-validation correlation coefficient g
would be slightly better. However, application of test set-based evaluations is pre-
ferred. Our recommendations are LOF (Lack of Fitting) [15] and CoSE (Com-
pound Standard Error), which are defined in Egs. (12) and (13) [16].

SE
LOF= — >~ (12)

(1_ c+dp>2
n

In Eq. (12), SE is the standard error, ¢ is the number of selected variables, p is the
total number of variables (which can differ from c), and d is a smoothing parameter
to be set by the user. As was mentioned above, there is a certain threshold beyond
which an increase in the number of variables results in some decrease in the qual-
ity of modeling. In fact, the smoothing parameter reflects the user’s guess of how
much detail is to be modeled in the training set.

n m

Z (Yexp,i - Yest,i)2 — (YGXPJ - YeSt,j)z
CoSE =0.5 =1 1 + = 1 (13)
n - m —

In Eq. (14) “est” stands for the calculated (estimated) response, “exp“ for the experi-
mental one, and n and m are the numbers of objects in the training set and the test
set respectively. “CoSE“ stands for COmpound Standard Error. As an option, one
can employ several test sets, if needed.
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Once the cost of the solution is calculated, the relevant models are probabilisti-
cally kept; new solutions are generated via crossover and mutation (it is a good idea
to allow a change in the length of the input vector, i.e., making it longer or shorter
by one or two descriptors during mutation), and the process goes on until conver-
gence.

4.3.3.2 Orthogonalization-Based Solutions
Real-world molecular descriptors are highly inter-correlated. This means that most
of the relevant information content of a descriptor k can be successfully recon-
structed from some other descriptor |, which is highly (say, >75%) correlated
with k. Among other drawbacks, this phenomenon makes it even more difficult
to decide which particular descriptors of the highly inter-correlated pairs, or even
sets, have to be picked up. Similarly to PCA, orthogonalization yields new vari-
ables, which are orthogonal to each another pair-wise, i.e., the correlation coeffi-
cients are zero each time. However, unlike PCA, the new variables are by no
means latent, at least in the sense that they have a clear interpretation. Each ortho-
gonalized variable delivers only that part of the original counterpart which has no
analog in other descriptors. What this means is that each new descriptor contri-
butes independently to the model. Therefore, the higher the individual correlation
coefficient of this variable with a response, the higher is the significance of the vari-
able to the model! Just as in PCA, one can (and must) quit with the first few ortho-
gonalized variables, as they explain the bulk of the response. Again, we emphasize
that the orthogonalized variables bear a clear meaning and can be interpreted in a
straightforward and simple way.

More details can be found in the contributions from Randic [17] and
Lucic & Trinajstic [18].

4.3.3.3 Simulated Annealing (SA)-Based Solutions

Simulated Annealing-based solutions [19] are conceptually the same as Genetic Al-
gorithm-based approaches. However, the SA-based techniques, in our experience,
are more sensitive to the initial settings of the parameters. Nevertheless, once
the correct ones are found, the method can achieve the efficiency of GA-based so-
lutions. We must point out that SA-based solutions have never outperformed the
GA-based ones in our studies. Much of what has been mentioned regarding the
GA-based solutions is also relevant for the SA technique, particularly, with respect
to the cost functions.

It may be of interest to readers that all three methods mentioned above resulted
in the same optimal subset of descriptors for the well-known Selwood dataset,
which has become a de-facto standard in testing new approaches in this field [20].

See Kalivas [21] for more details about SA.

219



220

p2

0.0

4.3 Data Pre-processing

0.0 p1

Figure 4-8. Plot of the first two column vectors of the loadings matrix of PCA.

4.3.3.4 PCA-Based Solutions

PCA loadings deliver very useful information about the impacts of particular vari-
ables on the models. The plot of the loadings reveals which variables contain simi-
lar information (not necessarily pair-wise) and are highly correlated (those grouped
together). Furthermore, one can see which variables are inversely correlated with
each other (those in diagonally opposite quadrants from the origin). Finally, one
can arrive at the most important question: which variables have the highest influ-
ence? The diagnostic criterion is that the more remote the variable is from the ori-
gin, the more impact it has on the model. As an illustration, we may consider the
hypothetical loading plot in Figure 4-8.

As we can see from Figure 4-8. variables 1, 8, and 11 are the most significant
ones, variables 4, 9, and 10 much less so, variables 2 and 5 are highly and positively
correlated, the whole group of variables 2, 3, 4, and 5 are more or less similar, and
variables 9 and 4 are inversely correlated.

434
Object Selection

Although the problem of compilation of training and test datasets is crucial, unfor-
tunately no de-facto standard technique has been introduced. Nevertheless, we dis-
cuss here a method that was designed within our group, and that is used quite suc-
cessfully in our studies. The method is mainly addressed to the task of finding and
removing redundancy.

It has often been mentioned in this chapter that many molecular descriptors can
well be highly inter-correlated. Therefore, any significant information content of a
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descriptor can be reconstructed from another one which is highly correlated with
it. This is a crucial problem. Similarly, a dataset can contain such objects which are
highly similar to others. Therefore, the redundancy can be referred to as a
“horizontal” inter-correlation. The biggest difference, however, is that usually
there are many fewer compounds than molecular descriptors available for compil-
ing a training set, and the relevance of the choice of a suitable descriptor is utterly
dependent on the structure of the training set. Hence, the way to solve the problem
has to be different.

Let us outline one of our approaches with the following simple example. Sup-
pose we have a dataset of compounds and two experimental biological activities,
of which one is a target activity (TA) and the other is an undesirable side effect
(USE). Naturally, those with high TA and low USE form the first subclass, those
with low TA and high USE the second, and the rest go into the third, intermediate
subclass.

Next, we select some “pillar” compounds inside each or some of those sub-
classes, i.e., those having the highest norm of the characteristic vector. We can em-
ploy two pillars, the “lowest” (that with the lowest norm) along with the “highest”,
and keep only those compounds which are reasonably dissimilar to the pillar (or to
both pillars). The threshold of “reasonability” is to be set by the user.

The functionality of the algorithm can be exemplified with the help of a real-
world dataset.

Initially the dataset contained 818 compounds, among which 31 were active
(high TA, low USE), 157 inactive (low TA, high USE), and the rest intermediate.
When the complete dataset was employed, none of the active compounds and 47
of the inactives were correctly classified by using Kohonen self-organizing maps
(KSOM).

Next, the technique described above (our method) was applied to the subclasses
of inactive and intermediate compounds. This time 25 active compounds and 35 in-
active compounds (from the remaining 68) were correctly classified by the same
method, namely, KSOM.

It is interesting to note that in a case where the same numbers of inactive and of
intermediate compounds were mechanically removed (i.e., without consideration
of similarity), no improvement was observed — moreover, the model quality became
even worse.

In our experience, another important advantage of the method is that one can
use all the available descriptors without taking care over their choice. The method
does not require any significant CPU resources, even when applied to a large da-
taset.
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441
Training and Test Datasets

The most important task of modeling is prediction. The model itself is needed for
evaluating the biological activities (and/or physical properties) of compounds,
where it is either difficult or costly to measure the activities experimentally.

The danger is overfitting/overtraining, which would lead to the model obtained
being too tightly linked to the dataset that has been used to build it. Thereafter, it
would be useless to make predictions regarding any other related dataset. The
problem is serious. Before the model is applied to a dataset containing compounds
with unknown activities, it has to be tested with the help of another dataset, where
the activities have been measured. In other words, it is an absolute necessity to
split the initial dataset into training and test datasets.

The purpose of a training dataset is to build a model, whereas the test set enables
one to check the quality of the model against, e.g., overfitting. Sometimes one
needs more than two datasets for creating a valid model. There are learning meth-
ods which have to come to convergence, and only then is learning stopped. Usually,
the goodness of a model, evaluated in some way, is applied as a convergence criter-
ion. Again, the same question arises: how can one evaluate the quality of a model
during the learning process? The solution (Figure 4-9) is to apply another dataset,
commonly known as the control dataset [22].

How should the initial dataset be split into two or three parts? The answer is not
so trivial as it might appear. Suppose we have detected and removed neither the
outliers nor the redundancy. Then, there is a danger that the last two datasets (con-
trol and test) may contain much less relevant information than the training set.
Now, even if the model built via the training set is good enough, when the control
set contains too many outliers the diagnostics will be invalid. This will lead to the
loss of a good model and a wrong assignment of convergence.

Therefore, the initial dataset and the resultant sets must ideally have the same
information content.

initial dataset

A 4 A 4
training set test set
\ 4 Figure 4-9. Splitting of the initial
control set dataset into two or three parts for
evaluation purposes.
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Compilation of Test Sets

The easiest way to extract a set of objects from the basic dataset, in order to compile
a test set, is to do so randomly. This means that one selects a certain number of
compounds from the initial (primary) dataset without considering the nature of
these compounds. As mentioned above, this approach can lead to errors.

Another method of detection of overfitting/overtraining is cross-validation. Here,
test sets are compiled at run-time, i.e., some predefined number, n, of the com-
pounds is removed, the rest are used to build a model, and the objects that have
been removed serve as a test set. Usually, the procedure is repeated several
times. The number of iterations, m, is also predefined. The most popular values
set for n and m are, respectively, 1 and N, where N is the number of the objects
in the primary dataset. This is called one-leave-out cross-validation.

Our recommendation is that one should use n-leave-out cross-validation, rather
than one-leave-out. Nevertheless, there is a possibility that test sets derived thus
would be incompatible with the training sets with respect to information content,
i.e., the test sets could well be outside the modeling space [8].

Hence, the main danger in the process of compiling test sets remains. Fortu-
nately, there are some other approaches which, although they may look more so-
phisticated, do diminish the possibility of such incompatibilities.

First, one can check whether a randomly compiled test set is within the model-
ing space, before employing it for PCA/PLS applications. Suppose one has calcu-
lated the scores matrix T and the loading matrix P with the help of a training
set. Let z be the characteristic vector (that is, the set of independent variables) of
an object in a test set. Then, we first must calculate the scores vector of the object

(Eq. (14).

t=2zP (14)
Next the error is calculated (Eq. (15), where I is the identity matrix).

e=z—tP =z(I- PP') (15)

Now, if the error, ¢, is greater than that of the training stages, the object is outside
the modeling space. Further details can be found in Chapter 9 and also in Ref. [8].

The Kohonen Self-Organizing Maps can be used in a similar manner. Suppose x;,
k=1, ..., Nis the set of input (characteristic) vectors, wy, I= 1, ..., L j=1,..., ] is
that of the trained network, for each (i, j) cell of the map; N is the number of ob-
jects in the training set, and [ and | are the dimensionalities of the map. Now, we
can compare each x;, with the w;; of the particular cell to which the object was al-
located. This procedure will enable us to detect the maximal (e?,,,) and minimal
(€’mim) errors of fitting. Hence, if the error calculated in the way just mentioned
above is beyond the range between e?,,, and €%, the object probably does not be-
long to the training population.
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The methods discussed above enable one to examine carefully the content of test

sets, thus improving the quality of modeling.

Essentials

The quality and the relationship of the data to the information and knowledge are
crucial points in the learning process

« The data has to be prepared (pre-processed) to learn from it
« The complexity of a system has to be evaluated
- Data handling (management and storage) needs a good performance to exchang-

ing the data

« It is necessary to pre-process data by mean-centering, scaling or autoscaling
« Widely used methods of data transformation are Fast Fourier and Wavelet Trans-

formations or Singular Value Decomposition

Variable and pattern selection in a dataset can be done by genetic algorithm, si-
mulated annealing or PCA

The quality of a model should be validated by compilation of training, test and
control datasets

Selected Reading
Application of Statistical Methods
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Neural Networks and Machine Learning
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Digital Signal Processing and Chemistry

« L. Eriksson, J. Trygg, E. Johansson, R. Bro, S. Wold, Orthogonal signal correction,
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Available Software

+ SPSS —applicable in a wide range of engineering tasks. More details are available
at hitp://www.spssscience.com/sigmastat/index.cfm

+ The Unscrambler family from CAMO is specially designed by chemometricians.
However, this package is also applicable in a wide range of engineering tasks.
hitp:/ fwww.camo.no/p2_tuf-htm

+ The SIMCA family from Umetrics — hitp://www.umetrics.com

« ELECTRAS — web-based data analysis system. The software supports 2 x 2 differ-
ent modes of action: the modes for expert and novice engineers and the modes
for expert and novice computational chemists.
hitp:/ /www2.chemie.uni-erlangen.de/projects/eDAS/index.html

+ SONNIA — KSOM and CPG neural networks. The key features are robustness of
training and excellent visualization capabilities.
http:/ fwww.mul-net.de
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Databases and Data Sources in Chemistry

T. Engel

Learning Objectives

« To understand introductory basic database theory

+ To become familiar with the classification of chemical databases according to their
data content

- To get to know various databases covering the topics of bibliographic data, phy-
sicochemical properties, and spectroscopic, crystallographic, biological, structural,
reaction, and patent data

« To be able to access chemical information available on the Internet

5.1
Introduction

The preceding chapters of this book deal with methods for representing chemical
structures and reactions. As there is a huge and continuously increasing amount of
data associated with chemical compounds, it is impossible to handle mountains of
data by conventional techniques. The multi-faceted information on compounds,
such as literature, physicochemical properties, spectra, etc., and on reactions can
be handled in a comprehensive manner only by electronic methods. Such a system
for storing and retrieving these data is generally called an information system
(Figure 5-1), and comprises application programs (e.g., search engines) and a
data stock or database, which can also be part of a database system. In chemistry
the term “database” is often used for an entire information system, a database sys-
tem, or a data-file itself. In this chapter, “database” is employed as a synonym for
the entire information system. As models, languages, and management systems of
databases fill volumes of books, this chapter can only give a flavor of this topic. For
further literature, see Refs. [1-3].

Chemoinformatics: A Textbook. Edited by Johann Gasteiger and Thomas Engel
Copyright O 2003 Wiley-VCH Verlag GmbH & Co. KGaA.
ISBN: 3-527-30681-1
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User

search

i Flat-File
Y Figure 5-1.

The organization of an information system.

5.2
Basic Database Theory

5.2.1
Databases in the Information System

There are basically two different approaches in an information system for provid-
ing information with a database (see Figures 5-1 and 5-2).

In one method, the data are made available by means of a database system (DBS)
(Figure 5-2). The DBS is a tool for efficient computer-supported organization, gen-
eration, manipulation and management of huge data collections. There, the data-
base is only one part of this system where data can be stored easily, quickly, and
reliably. If the data are organized in a DBS, the data store is called a container.
A second important part of the software is the DataBase Management System
(DBMS) (e.g. Oracle, DBase, MSAccess). This software allows the storage of data
according to a database structure, which facilitates the retrieval or manipulation
of data, user management, security, backup, load balancing, etc.

If the database is not integrated in a database system, the database is called a flat-
file. As the name indicates, the data are stored in a file that can be used directly by
the user.

The database is defined as a self-describing collection of integrated records,
mainly stored on hard disk or a CD-ROM. The structure of the database (tables,
objects, indices, etc.) is described by metadata (data about data) and is stored within
the database as a data dictionary (system catalog). Figure 5-3a presents the units
for organizing data in a database. The smallest unit is a bit (0 or 1), which is a com-
ponent of a byte (8 bits = 1 byte). In a database, the bytes express fields of one or
more records. These variable-lenght subsets of data of a particular entity consist of
fields with unique information or characters (numeric, graphical, etc.). Records or
data sets include different attributes, which describe corresponding object proper-
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User User

e

Application

Figure 5-2. The database(s) (DB) with organized
data and metadata are part of the Database
System (DBS), which is managed by the Database
Management System (DBMS).

ties (e.g., name, CAS Registry Number, etc.). Some or all of these records are put
into a relationship with each other and are stored in a file (see also Figure 5-9). In
order to transfer records optimally between the hard disk and the memory, one or
more records are compiled on a page. A file contains various pages with congeneric
data and is called a container [1].

In a flat-file system the database is called a file.

b)

file A

,

— _______‘/ I'EGOTd
page 4 \-‘.___ 7
[
record L
field
:I: field )/ sl |/

Figure 5-3. a) Main organization of a database or container; the basic units of a field are bits and
bytes. b) Example of data organization in a flat-file.
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5.2.2
Search Engine

Most database users do not know how the data are organized in a database system
(DBS); they depend solely on the application programs. This is sufficient for most
database searches where users can receive large amounts of results quickly and
easily, e.g., on literature or other information. Nevertheless, a basic knowledge
on where and how to find deeper or more detailed information is quite useful.
Due to their complex nature, comprehensive searches (e.g., for processes or pa-
tents) are not recommended for beginners. However, most local (in-house), online,
and CD-ROM databases provide extensive tutorials and help functions that are
specific to the database, and that give a substantial introduction into database
searching.

The initial step is to identify which database, from a few thousands worldwide
(about 10 000 in 2002), provides the requested information. The next step is to de-
termine which subsection of the topic is of interest, and to identify typical search
terms or keywords (synonyms, homonyms, different languages, or abbreviations)
(Table 5-1). During the search in a database, this strategy is then executed
(money is charged for spending time on some chemical databases). The resulting
hits may be further refined by combining keywords or database fields, respectively,
with Boolean operators (Table 5-2). The final results should be saved in electronic
or printed form.

Table 5-1. Steps involved in searching a database.

« definition of the main focus of the search

« collection of search terms and keywords

- planning of the search strategy by assigning interconnecting terms (Boolean operators)
« choice of the database(s)

« login

- execution of the strategy, including refinement

- display, printing, or saving of the results

« logout

5.2.3
Access to Databases

More than 10 000 databases exist that provide a small or large amount of data on
various topics (including chemistry). The contents in databases are supplied by ap-
proximately 3500 database developers (e.g., the Chemical Abstracts Service, MDL
Information Systems, etc.). Since there is a variety of topics from economics to
science, as well as a variety of structures of the database, only some of the vendors
(~2000) offer one or more databases as either local or as online databases (Figure 5-
4) [4]. Usually, databases are provided by hosts that permit direct access to more
than one database. The search occurs primarily through different individual soft-
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Table 5-2. Basic search tools of Boolean operators and truncation.

Boolean operators
The Boolean search operators are used to specify logical relationships among the terms being
searched.

AND two or more search terms have to be in the same record
(document) (e.g., acetylsalicylic AND headache)

OR either search term has to be in the same record (e.g.,
acetylsalicylic OR headache)

NOT excludes the following term (retrieves documents with the
first term and not the second) (e.g., acetylsalicylic NOT
synthesis); however, this often has the danger that some
important documents are not found!

Truncation (wildcards)

Truncation allows one to search a term that is not exactly defined, such as singulars, plurals,

declarations, or different spellings. The types of truncation that could be used depend on the

database retrieval technique.

! substitutes one variable character in the search term (e.g., analys!s matches analysis
and analyses)

# substitutes zero or one character in the search term (e.g., acetylsalicylic#acid matches

acetylsalicylic acid and acetylsalicylicacid)

replaces any number of characters (e.g., acetylsali* matches acetylsalicylic, acetylsali-

cylsdure, acetylsalicylique, etc.)

Host

2 (1)

®
Database

@
&
5

£ @

Figure 5-4. Databases can be §

Database on

classified as online (1), provided by a local computer(net)

host, and in-house (local) (2).

ware or application programs, due to the existence of distinct types of data
(bibliographic, factual, etc.; see Section 5.3). One of the most famous (online)
“tools” in chemistry is STN Express [5].
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524
Types of Database Systems

Each database models data differing in origin, nature, or designation, in a struc-
tured and organized manner. Therefore the most important task in conceiving
an effective database is to structure the import data. Different conceptual models
exist for organizing data in a structured manner [6]. In the 1950s, the file system
as a precursor of databases was developed, the file-system. The first genuine data-
base systems became available in the 1970s as hierarchical and network systems.
Then, in the 1980s, relational systems emerged. In the 1990s, object-based data-
bases became available.

5.2.4.1 Hierarchical Database System

A hierarchical system is the simplest type of database system. In this form, the var-
ious data types also called entities (see Figure 5-3) are assigned systematically to
various levels (Figure 5-5). The hierarchical system is represented as an upside-
down tree with one root segment and ordered nodes. Each parent object can
have one or more children (objects) but each child has only one parent. If an object
should have more than one parent, this entity has to be placed a second time at
another place in the database system.

In order to trace (find, change, add, or delete) a segment in the database, the se-
quence in which the data are read is important. Thus, the sequence of the hier-
archical path is: parent > child > siblings. The assignment of the data entities
uses pointers. In our example, the hierarchical path to K is traced in Figure 5-6.

Typical examples of hierarchical database systems are the file system of personal
computers or the organization of parts (e.g., a construction plan). In the case of car
parts, the objects (e.g. B = rear suspension, E = right wheel, | = rim, K = screw) are

.
-

o a
i M B duR

Figure 5-5. Hierarchical structure of a database. For example, object E on level 2 is the parent of
the child objects ) and K.
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Figure 5-6. Hierarchical path to trace the sequence to access object K.

H

very different and exist independently of each other but the relationship between
them is fixed (if you want to change a wheel it is obvious what else has to be chan-
ged). The first version of ISIS databases were hierarchical databases (seen in the
RD-file format).

The primary advantage of hierarchical databases is that the relationship between
the data at the different levels is easy. The simplicity and efficiency of the data
model is a great advantage of the hierarchical DBS. Large data sets (series of mea-
surements where the data values are dependent on different parameters such as
boiling point, temperature, or pressure) could be implemented with an acceptable
response time.

The disadvantage is that implementation and management of the database re-
quires a good knowledge of the organization (physical level) of the data storage.
Additionally, it is difficult to manipulate (edit) the structure of the database. New
relationships or nodes result in a complex system of management tasks. Therefore,
a modification of the logical data-independent data structure in this DBS with lim-
ited flexibility may lead to significant modifications to the application programs.
Furthermore, the hierarchical model has the problem that a child cannot be related
to multiple parents (in our example of the car, the object “rim” cannot be part of
different wheels).

5.2.4.2 Network Model

The network model of a database system is an improvement over the hierarchical
model. This model was developed in 1969 by the Data Base Task Group (DBTG) of
CODASYL (Conference on Data System Languages) [8], because sometimes the re-
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Figure 5-7. Network model of a database.

lationships between the records in real-world data are more complex than one can
model by a hierarchical system. In the network database model, a single object can
point to many other objects, and vice versa (e.g., an object (child) E can have several
parents — A and B) (Figure 5-7). While the complex relationships improve the ac-
cess to desired records, the clarity of the hierarchical system is lost through the
complexity of the database organization. This has the consequence that database
design and navigational data access are more complicated. Whereas, the objects
in the hierarchical model have a clear top-down relationship: they are intercon-
nected to each other in the network model. Thus, it is possible that a linked object
may be deleted during database management, resulting in other objects that are
still available but no longer have any relationships (Figure 5-8).

This database system is implemented in only a few instances because of its
complexity and its liability to errors, although it is a model for the World Wide
Web.

Figure 5-8. Detail of Figure 5-7 after deletion of object I.
Other important objects such as H can lose their
Ly e e relationships.
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5.2.4.3 Relational Model
The characteristic of a relational database model is the organization of data in dif-
ferent tables that have relationships with each other. A table is a two-dimensional
construction of rows and columns. All the entries in one column have an equiva-
lent meaning (e.g., name, molecular weight, etc.) and represent a particular attri-
bute of the objects (records) of the table (file) (Figure 5-9). The sequence of rows
and columns in the table is irrelevant. Different tables (e.g., different objects with
different attributes) in the same database can be related through at least one com-
mon attribute. Thus, it is possible to relate objects within tables indirectly by using
a key. The range of values of an attribute is called the domain, which is defined by
constraints. Schemas define and store the metadata of the database and the tables.
Relational database models utilize memory very efficiently, avoiding repetition of
data. It is possible to extract both individual data elements and combinations of
them from a table. The main advantage of this structure is that it offers the possi-
bility of changing the structure of the database (adding or deleting tables) without

table=file / attribute=field attribute value
Catalogue 4 S
order number |name other names purity % boiling point °C, i,
43,919-3 methancl |methyl alcohol |99.93 647
27,074-1 ﬁklhanﬂl ethyl alcohol | 90.0 78.0
29,328-8 ﬁ{mpanol propyl alcohel | 99.5 97.0

relation

N

date payment |status record=tuple

31-01-2003 |cash paid

08-04-2003 |credit open

relation

name/company | street

Miller Oxford Street

Jones Sunset Blvd.

Figure 5-9. Relational model of a database. The records of each individual table, with different
attributes, are related through at least one common attribute.
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changing the application programs, which were based on prior database structures
(data independence). Furthermore, a relational database allows the creation of
many virtual tables (and consequently views) of the data with different logical
structures, combining different tables or parts of them. For this purpose, the struc-
ture of the database does not have to be changed.

A disadvantage of the relational database management system (RDBMS) might
be the overload of hardware and operating systems, which make the system slower.

Among many approaches to manipulating a relational database, the most preva-
lent one is a language called SQL (Structured Query Language) [2].

The relational database model was developed by Codd at IBM in 1970 [9]. Oracle
provided the first implementation in 1979. The hierarchical database IMS was re-
placed by DB2, which is also an RDBMS. There exist hundreds of other DBMSs,
such as SQL/DS, XDB, My SQL, and Ingres.

5.2.4.4 Object-Based Model

For a variety of applications such as computer-aided engineering systems, software
development, or hypermedia, the relational database model is insufficient. In an
RDBMS, it is difficult to model complex objects and environments; the various ex-
tensive tables become complicated, the integrity is problematic to observe, and the
performance of the system is reduced. This led to two sophisticated object-based
models, the object-oriented and the object-relational model, which are mentioned
only briefly here. For further details see Refs. [10] and [11].

The main difference from the relational DBS is that the data are now stored in
object types with a unique identity number (ID), attributes, and operations. There-
fore, the relationship between objects is completely different from that in an
RDBMS.

53
Classification of Databases

The user is often more interested in the contents than in the technical organization
of databases. The wide variety of data allows the classification of databases in
chemistry into literature, factual (alphanumeric), and structural types (Figure 5-
10) [12, 13].

A strict separation of these three types of databases is difficult; hence most da-
tabases contain a mixture of data types. Therefore the classification given here is
based on the predominating data type. For example, the major emphasis of a pa-
tent database is on literature, whereas it also comprises numeric and structural
data. Another type is the integrated database, which provides a supplement of ad-
ditional information, especially bibliographic data. Thus, different database types
are merged, a textual database and one or more factual databases.

One of the more prominent integrated databases is provided by CAS - the Reg-
istry CAPLUS, CA, CAOLD. All of these diverse databases are based on the
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Advantages

Disadvantages

Hierarchical database system

« simple model

« fast performance

- data independence and data integrity
strongly maintained

- useful for large databases

Network model

« more efficient than relational model

« better integrity support than
relational model

Relational model

« ease of use without in-depth
knowledge

« high degree of data independence

« SQL capability

Object-based model

- data representation in many different
data types

« supports temporal and higher-
dimensional data

- objects can be reused

« requires knowledge of data storage

each relationship must be defined

each record has only one field and one
relationship between two fields, which results
in complex management tasks

modification of data structure leads to
modification of application programs

more difficult to design and to use than
relational model

requires knowledge of data structure less data
independence than relational model

less efficient than other models
integrity problems
possible to misuse

difficult to design DBMS
slow performance

— Bibliographic

i Full-text

e Patent

—  MNumeric Structure
— Metadata Reaction
— Directory
— Catalogs

Figure 5-10. Classification of databases.
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chemical substance, and are linked through the CAS Registry Number. Each CAS
Registry Number is uniquely linked with a compound.

Therefore, it is preferable to separate chemical databases into categories by sub-
ject: bibliography, biology, environment, patents, chemical and physical properties,
spectroscopy, structures, toxicology, or other special databases. Each type contains
particular information, which can be managed individually. In Sections 5.4-5.15
the most important databases, grouped according to the above classification, are
briefly introduced. Some of them are treated in detail in tutorials. An overview
of all the databases is given in the form of a table in Section 5.18.

5.3.1
Literature Databases

In literature databases, the fields describe objects, using characters as strings, e.g.,
letters, numbers, and special characters (including a blank). In this manner, author
names, titles, journals or books, publication year, keywords, or abstracts are stored
and retrieved from these databases. The text-based databases are divided into bib-
liographic and full-text databases. In contrast to full-text databases, bibliographic
databases do not contain the text proper, but only reference the information.
Thus, a retrieval in a bibliographic database results in a literature citation whereas
in full-text databases the complete article is found. Full-text databases do not only
contain the complete text (including references), but may also store facts and fig-
ures in the text. Due to the comprehensive information stored in literature data-
bases, the search time is substantially greater than that for bibliographic databases,
rendering this system more expensive to search.

Typical bibliographic databases are the CA File of Chemical Abstracts Service
(CAS) or Medline of the US National Library of Medicine. Most electronic journals
provide articles as full-text files, e.g., the Journal of the American Chemical Society
(JACS).

53.2
Factual Databases

Factual databases mainly contain alphanumeric data on chemical compounds. In
contrast to bibliographic databases, factual databases directly describe the objects
(primary data on chemical compounds) and provide the required information on
them. Factual databases can be divided into numeric databases, metadatabases, re-
search project databases, and catalogs of chemical compounds.

5.3.2.1 Numeric Databases

Numeric databases primarily contain numeric data on chemical compounds, such
as physicochemical values and the results of series of measurements. Therefore,
the files correspond to printed tables of numeric property data. Since the attributes
of numeric data are different from those of text data, the search has to be managed
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Excursion: Classification of Scientific Literature

Primary Literature

This comprises original publications in scientific journals or serials (pro-
ceedings), in which the latest information and data are published for the
first time. Primary literature includes dissertations and theses, journals, pa-
tents, conference proceedings, research reports, and preprints (the latter
three are often called gray literature).

Secondary Literature

Publications of this kind are described as non-original. They are abstracting
services and handbooks that catch the primary literature, condense the im-
portant contents, and make this information available (searchable). Second-
ary literature is not evaluated and is provided in both printable and electronic
forms. Examples are Gmelin, Beilstein, Citations: Chemisches Zentralblatt,
Chemical Abstracts, or Science Citation Index; handbooks include Houben-
Weyl, and Landolt—Bornstein.

Tertiary Literature
Monographs, reference books, and encyclopedias, e.g., Ullmann’s Encyclope-
dia of Industrial Chemistry, the Kirk-Othmer Encyclopedia of Chemical Technol-
ogy, or the Encyclopedia of Computational Chemistry are included in this type
of literature, which is furthest from the primary literature as concerns time
and content. In most cases, tertiary literature summarizes a topic with infor-
mation from different sources, and additionally evaluates the contents.
Handbooks such as Gmelin and Beilstein are often added to the tertiary lit-
erature, due to the high degree of processing their information has under-
gone. However, they are used as citations, and this is why they are integrated
within the secondary literature.

differently. Specifically, many of the physicochemical terms are associated with
units and are dependent on other parameters (e.g., boiling point and pressure,
or spectra and solvent). The search is then specified by a range with two endpoints
(e.g., molecular weight: 50-70) or is open-ended (e.g., <50, =70). Additionally,
some numeric databases also allow calculations to be made with the data.

In addition to the numeric data (color, solubility, refraction index, spectra, etc.),
these factual databases also include a bibliographic section with references or
sources and a section with information for the identification of a compound
(e.g., name, CAS Registry Number, molecular weight).

Typical numeric databases are Beilstein, SpecInfo, DETHERM, and the Cam-
bridge Structural Database.
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5.3.2.2 Catalogs of Chemical Compounds

Factual databases may provide the electronic version of printed catalogs on chem-
ical compounds. The catalogs of different suppliers of chemicals serve to identify
chemical compounds with their appropriate synonyms, molecular formulas, mo-
lecular weight, structure diagrams, and — of course — the price. Sometimes the
data are linked to other databases that contain additional information. Structure
and substructure search possibilities have now been included in most of the data-
bases of chemical suppliers.

Typical catalogs are Chemline and MRCK.

5.3.2.3 Research Project Databases
Research project databases include information on abstracts and reports
categorized by research projects. Such factual databases allow one to search for
projects in various fields of science and technology with numeric and textual
queries.

Typical research project databases are UFORDAT (Environment Research in
Progress) or Federal Research in Progress (FEDRIP).

5.3.2.4 Meta-databases

These are databases that provide links to other databases or data sources. In this
case, records describe objects that are other databases. The “Gale Directory of
Databases“ [14] is one of them. The connection between the databases flows
through the meta-data of each database.

5.33
Structure Databases

Structure databases are databases that contain information on chemical structures
and compounds. The compounds or structure diagrams are not stored as graphics
but are represented as connection tables (see Section 2.4). The information about
the structure includes the topological arrangement of atoms and the connection be-
tween these atoms. This strategy of storage is different from text files and allows
one to search chemical structures in several ways.

Examples of structure databases are Beilstein, Gmelin, and CAS Registry.

5.34
Reaction Databases

Reaction databases additionally contain information on chemical reactions, giving
the reaction participants and reaction conditions of both single- and multi-step re-
actions.

ChemInform is one of the reaction databases.
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5.4
Literature Databases

5.4.1
Chemical Abstracts File

The Chemical Abstracts (CA) File of the Chemical Abstracts Service (CAS) [15] is
the main abstracting and indexing service for chemistry, chemical engineering, and
biochemistry. It includes conference proceedings, technical reports, books, disser-
tations (from 1967), reviews, meeting abstracts, electronic journals, web reports,
international journals, and patents. The database has the broadest coverage of all
the chemistry databases and is provided by different hosts: DIALOG [16], DataStar,
Questel-Orbit [17], STN International, and particularly SciFinder. The bibliographic
database comprises more than 22 million records (March, 2003) from 1907 to the
present, and is updated each week with about 14 000 new citations.

An introduction to using the Chemical Abstracts System can be found in the
tutorial in Section 5.5.

5.4.2
SCISEARCH

SCISEARCH contains bibliographic citations (links) to publications in science and
technology. The database represents the electronic online version of the expanded
Science Citation Index (SCI) and parts from the Current Contents of the Institute
for Scientific Information (ISI). More than 5900 science and technical journals are
included in the database with more than 20 million records (October, 2002).
Searches can be performed on the bibliographic data, along with where, and
how often, an author or publication is cited.

543
Medline (Medical Literature, Analysis, and Retrieval System Online)

Medline covers primarily biomedical literature, containing more than 13 million
citations (October, 2002) of articles from more than 4600 journals published
since 1958 [18]. The database covers basic biomedical research, clinical sciences,
dentistry, pharmacy, veterinary medicine, pre-clinical sciences, and life science.
Medline, a subset of PubMed, is a bibliographic database produced by the US
National Library of Medicine (NLM). The database is available free of charge via
SciFinder Scholar or PubMed [19].
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5.5 Tutorial: Using the Chemical Abstracts System

5.5
Tutorial: Using the Chemical Abstracts System

The Chemical Abstracts System (CAS) produces a set of various databases ranging
from bibliographic to chemical structure and reaction databases. All the databases
originate from the printed media of Chemical Abstracts, which was first published
in 1907 and is divided into different topics. Author index, general index, chemical
structure index, formula index, and index guide are entries to the corresponding
database (Table 5-3).

5.5.1
Online Access

The databases of CAS are accessible through two major tools — STN software and
SciFinder. STN Information was formed by the collaboration of CAS with FIZ
Karlsruhe, Germany and the Japan Information Center for Science and Technology
(JICST) in order to meet customer needs more effectively for access to the rapidly
growing resources of scientific and technical information. For a long time search-
ing in CA databases had to be performed in alphanumeric form with the Messen-
ger language. Because of the complexity of the task searching was mostly per-
formed by experts. Then, the STN Express software was introduced for searching
in CAS files. Next, STN Easy, a browser-based interface for novice users, was devel-
oped along with STN on the Web, which provided the STN command line capabil-
ities within a web browser.

Then, in the early and mid-1990s, CAS developed SciFinder and SciFinder Scho-
lar to address the needs of professional chemists and other scientists. SciFinder
was developed to allow more intelligence in data access, such as smart structure
searching, research topic exploration, advanced author searching, and powerful re-
fine and analysis capabilities including “categorize” and “panorama“.

In the mid and late 1990s CAS developed the ChemPort module as a linked gate-
way to primary literature. The CAS online delivery clients are able to move into
ChemPort to display primary literature by presenting stored or dynamically gener-
ated URLs to ChemPort. Conversely, ChemPort will link a user to SciFinder to pro-
vide access to the CAS databases.

5.5.2
Access to CAS with SciFinder Scholar 2002

5.5.2.1 Getting Started

Access to CAS databases is only possible on computers on which the SciFinder
software has been installed. It is directly available at CAS, computational service
centers, or library services with online access. The database is not free of charge;
access can be obtained only via these services. After the licensed software has
been installed and online access is obtained, the program can be started.
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Table 5-3. Databases of the Chemical Abstracts Service

CAPLUS

The CAPLUS file is the most current and most comprehensive chemistry
bibliographic database available from CAS, covering international journals,
patents, patent families, technical reports, books, conference proceedings, and
dissertations from all areas of chemistry, biochemistry, chemical engineering,
and related sciences. CAPLUS includes all the data in the CA File (from 1907
to the present) along with a significant amount of information from additional
sources, updated daily. There are more than 22 million records (February,
2003) from 1947 to the present.

CAOLD

The CAOLD File (pre-1967, Chemical Abstracts File) contains records for CA
references from 1907 through 1966.

REGISTRY

The REGISTRY File is a chemical structure and dictionary database containing
unique substance records that are produced when new substances are identified
by the CAS Registry System. The REGISTRY File contains records cited in
CAPLUS, CA, and CAOLD online files, and special registrations. There are
more than 20 million organic and inorganic substances and more than 24 mil-
lion biosequences (October, 2002) in the Registry database, which is updated
daily.

CASREACT®

The CASREACT File (The Chemical Abstracts Reaction Search Service) is a
chemical reaction database with reaction information derived from journal
documents from 1974 to the present and from patent documents from 1982 to
date. The document-based file contains both 3 million single-step and

3.6 million multi-step reactions (February, 2003).

MARPAT

The MARPAT File is a Markush structure search service. It contains the
Markush structure records for patents found in the CA File with the patent
publication year from 1988 to the present. The records contain the Markush
structures found in the claims and often the disclosure of the patent, the
bibliographic information, in-depth substance and subject indexing including
CAS Registry Numbers, and an abstract. All of these data can be displayed.

CHEMCATS®

CHEMCATS is a catalog file containing information on about 6 million com-
mercially available chemicals and their worldwide suppliers (702) (March, 2003).

CHEMLIST

The CHEMLIST File contains chemical substances on national inventories,
registered by the US Environmental Protection Agency (EPA). The data in
CHEMLIST are from 1979 to the present. There are more than 228 380 records
(September, 2002). CHEMLIST is updated weekly with more than 50 additions
to existing records or new substances.

CIN®

CIN (Chemical Industry Notes) is a bibliographic database covering worldwide
business events in the chemical industry since 1974. CIN monitors about 80
worldwide periodicals including: journals, trade magazines, newsletters, gov-
ernment publications, and special reports. There are more than 1 488 320 re-
cords (September, 2002). CIN is updated weekly with about 1000 records per
week.

TOXCENTER

TOXCENTER on STN is a bibliographic database that covers the pharmacolo-
gical, biochemical, physiological, and toxicological effects of drugs and other
chemicals. The data in TOXCENTER are from 1907 to the present. There are
more than 5.7 million records (December, 2002). It is updated weekly.
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5.5 Tutorial: Using the Chemical Abstracts System

5.5.2.2 Searching within Various Topics

The first window that appears after starting the program and accepting the license
agreement is the SciFinder Scholar window with the Explore dialog box, which of-
fers six basic search topics (Figure 5-11): Chemical Substance or Reaction, Re-
search Topic, Author Name, Document Identifier, Company Name/Organization,
and Browse Table of Contents. At this point the user can choose the search
topic that is most relevant according to the information that is available.

Explore ,,’Sl

Select One:
Chemical Substance or Reachon
Find & subsiance or reaction and refrisyve corresponding ibereture.

Fesearch Topic
Find Hesalure relevant Lo a lopic of inlsrest,

Auhar Name
Find Mesalure willen by & Specilic aunor.

@ Document Igerbtisr
Find Hesature by document ks such sz CA abstract nimber o patent numier.
Compary Mame / Orgsnization
o Find ferature from o specific organtzetion,
IE Browese Table of Carterts
Sean fabile of cantents of my favards journals.

Cancel Figure 5-11.

The Explore dialog box.

Thus, if the user wants to look for literature including requested chemicals or
reactions, it is possible to query the database by the first option: “Chemical Sub-
stance or Reaction”. The compound can be entered as a query in three different
ways: drawing the chemical structure in a molecule editor (Chemical Structure);
searching by names or identification number, such as the CAS Number (Structure
Identifier); and searching by molecular formula (Figure 5-12).

Select One:

Fa Chemical Struchure
' Ideritify substances ar re&clions using & chamica Sruchure,

53423 substance Inenifier
I-_ dertify Substances using naEnss o dentifcalion numbers.

H Molectiar Formia .
‘bﬂ% idertify substances usng a moksculst formus Figure 5-12.
¢ : The Explore by

Ccancel | Chemical Substance

window.

Once the query has been entered, the search for the compound can be executed
with an exact match or a substructure search. All resulting matches, up to 10 000,
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are then displayed in a tabular form with brief information on the compound, e.g.,
the CAS Number (Figure 5-13). More information relating to the substance is avail-
able via the microscope button.
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Figure 5-13. The results of a substance search are displayed in the SciFinder Scholar window.

One or more interesting hits can be selected by clicking the small white box next
to the structure. The resulting list of literature can be analyzed or refined
(Figure 5-14).

If the query provides thousands of hits, the analyze features are particularly
advantageous. One method is to analyze the results by any of the criteria that
are listed, e.g., by language (default), author names, journals, publication year,
and so on. If one specification is selected and the choice is modified, the hit
list will be updated. A more specific analysis is available with the “Refine” op-
tion, where the user has the opportunity to choose one of eight criteria (includ-
ing the search topics above) with further individual input. Several refinements of
the hit list can reduce the result to a concise list of literature. To read the ab-
stract of an article, the microscope button (to the right of the citation) has to
be pressed (Figure 5-15).
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Figure 5-14. The retrieval result of a name or literature search displayed in the SciFinder Scholar
window.

If there is a monitor-icon under the microscope, the full-text article is addition-
ally available via ChemPort.

The remaining five search topics (Research Topic, Author Name, Document
Identifier, Company Name/Organization, and Browse Table of Contents) are con-
ducted in a similar fashion, with the input being the only difference between the
criteria. Thus, in “Research Topic” the entry can be any, or even several, keywords
or phrases. In “Author Name”, literature written by a specific author will be found,
including alternative spelling. “Document Identifier” can also be entered directly in
the query. Document identifiers are CA abstract numbers, patent numbers, patent
application numbers, or priority application numbers. The last two search topics
(Company Name/Organization, and Browse Table of Contents) allow one to search
for literature from specific companies or to view the list of journals which are avail-
able in the database.

All results can be saved or printed at any stage of the retrieval.
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Bibliographic Infonmation i

Green flusrescent protein and yellow fluorescent protein variants with Improvesd
maturation efficiency.  Miyawaki, Atzushi; Magai, Takeharu (Riken Corp , Japan). Eur Pat.
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CY,AL TR, Patent writlen in English. Application: EP 2002-12397 20020607, Priority. JP
2001-174421, AN 2002844536 CAPLUS
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JP 2001174421 20010608

Abstract

The present invertion pravides mutant green fluorescent protein (GFP) and yellow fluorescent
proteins (YFP) conlg. F46L, FB4L, M153T, Y1634 and 31755 substitulions. These proteins have
irproved maturation eficacy and decreased sensitivity to both H+ and CF. Fusion proteins conty.
GFP variants &nd neuropeptide ¥ targeting to secretory dense-core granules of PC12 cells was
maonitarad.

Patent Classifications

Main IPC: C12M015-12. Secondary IPC: COTKD14-435, C12N015-62, C12M005-10;
GOINTI3-52; GO1MIE3-533.

Indexing -- Section 6-3 (General Biochemistry)

Section cross-referenceis): 3,9

Chimeric gand
Role: BUL (Biological use, unclassified); BIOL (Biclogical study); USES (Uses)
(GFP encoded by, grean fluarescent protein and yallow fluorescent protein variants with
improved maturation efficiency) I
Anmzl cell ling

(PC12, GFP and neuropeptide ¥ fusion protein tangeting to secretory dense-core granules of,
green fluorescent protein and yellow ugrescent protein varians with improved maturation i |

Get Relat=d... | Cloge

Detail window of a selected reference.

In every step of the query, users can see examples given by the program, in order
to guide them through the literature search. Thus, a novice user can operate this
system immediately.

Property (Numeric) Databases

Beilstein and Gmelin are the world’s largest factual databases in chemistry. Beil-
stein contains facts and structures relating to organic chemistry, whereas Gmelin
provides information on inorganic, coordination, and organometallic compounds.
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5.6 Property (Numeric) Databases

Both database sources contain evaluated data on millions of compounds, and allow
the retrieval of bibliographic information and of structures.

5.6.1
Beilstein Database

The Beilstein database [20] has more than 8.3 million (October, 2002) organic sub-
stance records from the Beilstein Handbook and abstracted from about 180 journals
in organic chemistry from 1779 to the present. All documents are critically evalu-
ated and peer-reviewed.

The Beilstein File includes information on:

substance identification (e.g. structure/substructure, chemical name, chemical

name segments, molecular formula, CAS Registry Number, physical properties,

or keywords);

chemical data on 8.3 million compounds and of 5 million chemical reactions

(preparation, reaction, isolation from natural products, chemical derivatives, puri-

fication);

« 35 million associated physicochemical property and bioactivity records, including
data describing pharmacological and environmental data (numeric fields: e.g.,
3.8 million melting points, boiling points; non-numeric fields: e.g., 6.2 million
preparations, 1.5 million IR spectra, 2.3 million NMR spectra, 500 000 absorption
spectra);

« bibliographic data (author, journal title, Beilstein citation, CODEN, patent num-

bers, publication year) of over 750 000 abstracts and titles indexed from the pri-

mary organic chemical literature since 1980.

An introductory section about searching in the Beilstein Database can be found in
the tutorial in Section 5.7.

5.6.2
Gmelin

Gmelin [21] is also a structure and factual database. It is a comprehensive, electron-
ically searchable source of structures and properties in inorganic and organome-
tallic chemistry. The database contains substance records from the Gmelin Hand-
book of Inorganic and Organometallic Chemistry (1772-1975) and also from 110 of
the most important inorganic, organometallic, and materials science journals
from 1975 to the present. Gmelin currently comprises 1.4 million compounds in-
cluding, for instance, coordination compounds, alloys, glasses and ceramics, poly-
mers, and minerals.

The database is produced by the German Chemical Society (GDCh) and provided
by MDL Information Systems Inc. [22].

Gmelin contains over 800 different chemical and physical property fields, and a
detailed index of the original literature. Broad categories of data found in the data-
base include:
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identification, including material composition and structural data;
chemical properties, including behavior, preparation, and reaction details;
electrochemical data;

electrical, magnetic, mechanical, molecular, and optical properties;
solubility and vapor pressure in solution;

spectroscopic data;

thermodynamic data;

« quantum chemical calculations.

Besides structure and substructure searches, Gmelin provides a special search
strategy for coordination compounds which is found in no other database: the li-
gand search system. This superior search method gives access to coordination
compounds from a completely different point of view: it is possible to retrieve all
coordination compounds with the same ligand environment, independently of
the central atom or the empirical formula of the compound.

5.6.3
DETHERM

Another numeric database including bibliographic information is DETHERM.
This database provides thermophysical property data (phase equilibrium data, crit-
ical data, transport properties, surface tensions, electrolyte data) for about 21 000
pure compounds and 101 000 mixtures. DETHERM, with its 4.2 million data
sets, is produced by Dechema, FIZ Chemie (Berlin, Germany) and DDBST
GmbH (Oldenburg, Germany). Definitions of the more than 500 properties
available in the database can be found in NUMERIGUIDE (see Section 5.18).

5.7
Tutorial: Searching in the Beilstein Database [23]

This tutorial, which is based on the Beilstein update BS0202PR (May, 2002) and on
the retrieval program CrossFire Commander V6, shows some typical advanced
search examples in the Beilstein database. It is assumed that the user already
knows some of the basic features of the retrieval program. Moreover, in this tutor-
ial the CrossFire Structure Editor is used instead of the ISIS/Draw Structure Editor.
The first example is a combined application of structure and fact retrieval, whereas
the second example demonstrates reaction retrieval.

5.7.1
Example 1: Combined Structure and Fact Retrieval

The aim of the first example is to look for polychlorinated biphenyls (PCB) for
which C-NMR spectra, measured in deuterochloroform, as well as the partition
coefficients between 1-octanol and water are known. Since it is not reliable to per-
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form the search by compound names, the polychlorinated biphenyls are retrieved
by means of a generic structural formula. For this purpose, the structural formula
of the parent compound has to be drawn with the structure editor in the usual
way.

In order to allow any multiple chlorination of the biphenyl skeleton, the user
may define an atom list (consisting of hydrogen and chlorine atoms) and substitute
all H-atoms by this list. One may click on the drop-down selection box behind the
element icons, select the options “Generics ...”, set the user-defined atom to Al and
quit by the OK button. As a result this atom selection is active for the subsequent
drawing steps. After this atom list is drawn ten times as the ten substituents, its
composition has to be defined by clicking the A, icon on the left-hand side of
the structure editor and by selecting H and Cl in the periodic table (Figure 5-16).
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Figure 5-16. Structure editor of the CrossFire Commander V6, showing the definition of an atom
list (consisting of hydrogen and chlorine atoms) for polychlorinated biphenyls.

After completion of the input of the generic structural formula, the user has to
return to the Commander window. The remaining requirements have to be spe-
cified in the fact editor. After this editor has been opened, a tabular form with
three columns is presented. The columns are assigned to the logical operators,
to the search field codes, and to the applied search strings, respectively. At
first, the input for the spectroscopic method may be done in the parameter
field codes of NMR for the nucleus and the solvent, respectively. Browsing of
the corresponding index is recommended to see how the information is stored
there. In order to assure that the search strings are closely related (i.e., that
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Figure 5-17. Fact editor of the CrossFire Commander V6; it is emphasized that the input can be
provided in lower-case as well as in upper-case letters.

they belong to the same experiment), the neighborhood operator PROXIMITY
must be applied (Figure 5-17). If users do not know the search field code for
the partition coefficient, they may position the cursor in the second column
(Field Name) and apply the List Value option (alternatively, the F2 function
key). A new window is opened where users can either browse the database struc-
ture or apply the Find button with subsequent specification of the search field
(Figure 5-18). Because the partition coefficients and their decadic logarithms
are stored alternatively, the corresponding search field codes are selected and
combined by the Boolean operator OR. The spectroscopic and partition behavior
topics are combined by the Boolean operator AND. In order to take into account
the correct hierarchy of the Boolean operators, the logical expression has to be
nested by means of the parenthesis icons; the result is indicated in the fact editor
by a plus sign in front of the Boolean operator, whereas the parentheses can be
seen in the CrossFire Commander in the query box (Figure 5-19).

As can be seen in Figure 5-17, some search fields (e.g., POW [= Power]) do
not need any input in the search mask; this means that all entries with any
content of those fields are retrieved. However, other fields always demand an
input. In case the input is omitted (for example for the decadic logarithm of
the partition coefficient), a corresponding error message results. Since the
PCB are more soluble in the organic phase, the input of that field is restricted
to positive values.
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5.7 